Are software analytics efforts worthwhile for small companies? The case of Amisoft.
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Abstract—Amisoft, a Chilean software company with 43 employees, successfully uses software analytics in its projects; they support a variety of strategic and tactical decisions, notably resulting in a reduction in overwork of employees. However, the analytics done at Amisoft are very different from the ones used in larger companies.
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I. INTRODUCTION

Software Analytics have seen industry acceptance—in large companies, that is. Microsoft has a dedicated research group in empirical software engineering [1], and Google employs at least 100 engineers improving their tools based on analytics [5].

However, most companies are not capable of investing that much in software analytics. The vast majority of companies are small: according to Richardson and von Wangenheim, 85% of software companies have fewer than 50 employees [8]; in Brazil 70% have fewer than 20 employees [10]; in Canada 78% have fewer than 25 employees [6]; in the USA around 94% have fewer than 50 employees [3].

Are software analytics viable for small software companies, unable to exploit economies of scale, with less manpower to spare, and who have much less historical information in their software repositories than the large amounts of data available in companies dealing with long-lived, large software systems, such as Google or Microsoft?

Amisoft is a 15 year old software company established in Santiago, Chile. Its main business is custom software development and maintenance of existing systems. Amisoft is also starting to develop off-the-shelf products to complement its service offer. The company has on average two new development projects a year; however its seven indefinite maintenance contracts are the projects that bring financial stability.

Amisoft has 43 employees; 40 are directly working in software maintenance and development. Employees perform more than one role in the company, according to the traditional software engineering disciplines (e.g., developer, analyst, tester, etc).
A word on methodology. Given the schedule of Amisoft employees, we minimized our interactions to gather the data presented here. Our findings were extracted from a 2 hour semi-structured interview with Amisoft’s CEO (who is also the second author of the paper). The interview was recorded and archived, and later summarized as notes following the flow of the interview. Additional information was obtained by emailing the CEO, who would in turn contact project managers as needed. We also used data from the company’s projects that we analyzed when we needed more precise information.

II. WHY WERE ANALYTICS BROUGHT TO AMISOFT?

For most of its existence, Amisoft operated under the “code and fix” software development model, and encountered traditional issues: delays, cost overruns, poor software quality, etc. Furthermore Amisoft could not grow. Hence the company undertook an effort to define and formalize a development process—a variant of the Rational Unified Process (RUP)— that is now used in all the projects. This effort concluded with recent certifications from ISO and CMMI (level 2).

Software analytics were a natural consequence, to know whether the employees were really following the process, and to measure the actual adherence to it. There was also a necessity to gather evidence whether the process was a net positive for the company, to increase the visibility of the activities, and to locate opportunities for improvement.

These were the reasons to introduce software analytics in the company, first via a 3-month pilot study on two projects, and then in the development process of all the other current projects at Amisoft. They have been fully instrumented for several months now. Amisoft uses software analytics to ensure a reliable schedule for its projects, in three ways:

- to make longer term, strategic decisions based on the empirical data, at the level of the company;
- to make shorter term, tactical decisions during the execution of a specific project, at the team or personal level;
- to increase the visibility of processes, projects, and tasks, leading to increased employee awareness, faster reaction time, and self-regulating behavior.

III. SOFTWARE ANALYTICS AT AMISOFT

Amisoft records a range of metrics measuring the overall health of the projects, and how well they adhere to the process. Amisoft derives metrics from several sources, including manual collection.
A. Data sources

Amisoft instruments:

- **Time sheets**, manually filled by employees, detail how long they spend on each task, and by extension in which software engineering discipline (e.g., requirements engineering, analysis and design, technical solution, verification and validation, etc).

- **The artifacts** produced are inspected to measure the degree of adherence to the process. These range from requirements documents, source code, to minutes of meetings, Gantt charts, or status presentations. The full process references more than 90 artifacts.

- **Requirements** are defined in Project.net \(^1\); the data from the tool is regularly collected to follow requirement status. Project.net keeps track of changes to the requirements, allowing Amisoft to measure requirement volatility.

- **Functional tests** are defined with Testlink\(^2\). Data from Testlink is regularly collected to measure the adherence of the project to the functional tests that are specified, and historical trends.

- **Client satisfaction** is measured by incident and crash reports made by clients, new releases of the system to the clients, and by monthly customer satisfaction surveys that are delivered at the end of each iteration.

- **Employee data** is gathered from internal surveys, personnel changes in projects, courses on specific technologies taken by employees, etc.

B. Metrics

From these data sources, Amisoft derives the following metrics, and the goals that it sets up with respect to them. The most important metrics have to do with Earned Value Management (EVM). EVM [4], which is based on task and time tracking, was chosen because it is a recognized technique to ensure a project keeps on time and on budget; this was perceived as the most critical aspect, as it impacts clients directly.

EVM is a set of metrics comparing the planned completion of tasks with the value they deliver (**PV, Planned Value**), the actual tasks that are completed (**EV, Earned Value**), and the effort that was spent in completing these tasks (**AC, Actual Cost**).

\(^1\) [http://www.project.net/](http://www.project.net/)

\(^2\) [http://www.teamst.org](http://www.teamst.org)
During project planning, each task is assigned a value and an estimated time to completion, yielding a predicted monotonically increasing value curve. This curve is compared to the actual tasks that are completed to determine if the project is on schedule or over-schedule, and to the actual effort invested in the tasks—measured in man-hours—to determine if the project is on budget, over-budget, or under-budget. For instance, the project in Figure 1(a) shows delays, since the actual earned value (EV) is lower than the planned value (PV), and cost overruns, since the actual cost (AC) is higher than the earned value (EV).

Based on these metrics, cost-performance (CPI) and schedule-performance (SPI) indices are computed, tracking both over-schedule or under-schedule: an index of 1 indicates a project on-time or on-budget; values over 1 means the project is ahead in terms of schedule or costs; and values under 1 mean cost or schedule overruns (Figure 1b-d). The current goal is to stay within 20% of the ideal value in both indices at any given time, in effect allowing for schedule overruns of 20% per iteration.

Fig. 1. EVM and CPI/SPI charts of Amisoft

Fig. 2. High-level status of the projects at Amisoft

**Additional metrics:**

- **Requirement volatility:** requirement volatility is defined as the proportion of new, modified, or removed requirements divided by the total number of requirements. There is no hard-set goal besides the intention to reduce requirement volatility, as it has been identified as an issue in the company.

- **Process and schedule adherence:** the percentage of artifacts that are correctly produced during the execution of the project. The goal is for 90% of the artifacts to be produced correctly, and on time. This is critical to ensure that the company does not deviate from the process and from its plans.

- **Functional tests:** for each user requirement, functional tests are defined. To ensure quality, at the end of each iteration at least 90% of the scheduled functional tests should execute correctly.

- **Software events:** occurrences of incident reports by clients, crashes happening in production, or the deployment of new versions in production are monitored.

- **Human resources:** a registry of changes to the team composition and training activities that were taken to address lack of expertise.

- **Qualitative indicators:** in addition to these quantitative metrics, client satisfaction and employee surveys use Likert scales.

The 90% goal for tests and adherence metrics was chosen as it was necessary for better certifications of the company, and because most projects had values over 80%, making the
improvement possible.

Figure 2 shows an anonymized summary of the statuses of all the projects that Amisoft has currently, extracted from the monthly report. From this view, project managers and the general manager can “drill-down” and inspect particular metrics and how they evolved over time, reacting to deviations from the set objectives as shown in Section IV.

**Metrics not collected.** Amisoft does not monitor its version control system, and does not monitor its defect tracker closely; the “traditional” software engineering metrics are perceived as a nice thing to have but are not present or underutilized in the system for cost reasons. The investment—in terms of monetary cost and personnel—needed to deploy such techniques was deemed too high in comparison to the expected impact, leading to the decision of monitoring business metrics first; their simple instrumentation and interpretation have a larger impact on the clients.

Additional cost needs to be justified, and Amisoft has found that clients are hard to convince: internal quality is not often considered very important by clients and takes a backseat to functionality.

Another factor is that most techniques involving version control and bug tracking systems work on large datasets. What works for the years of history of a large software system such as Windows may not work for the few months of history of the projects that come and go at Amisoft.

However, Amisoft does not exclude to integrate these kinds of analyses, as it plans to focus on improving internal quality in the future.

**C. Data collection**

A key characteristic of data collection is that it is performed weekly, allowing quick reactions to changes. Data collection involves all the employees at different stages:

- **Employees** fill weekly time sheets where they declare the tasks they have been working on, the software engineering discipline these tasks belong to, and the time they took to perform each task. This would ideally be done daily, and take on the order of 10 minutes a day, but ends up being filled weekly over the course of one hour.

- **Project managers** take the data produced by the employees and consolidate it at the project level before giving it to the metric data analyst. The workload for this is 2.5 hours each week for each project manager.

- The **data analyst** consolidates the data at the level of the company, and integrates all the different data sources together in a coherent whole. The analyst updates the metrics every week, and issues a company-wide status report every month providing an at-a-glance view of all the projects, and a bi-annual report that also adds company-level issues (employee surveys, capacitations, etc). Since most of the data collection and consolidation process is manual, the data analyst is a full-time
employee that spends the majority of his time processing the data (around 90% of the
time), and a minority of the time performing data analysis and issuing reports.

IV. BENEFITS OF SOFTWARE ANALYTICS FOR AMISOFT

The complete set of metrics has been implemented only recently: it has been deployed in all
the projects progressively with the oldest being instrumented for 8 months at this time of
writing. Analytics are already showing benefits; even for a small company, information can
be used rapidly. We summarize the strategic and tactical decisions that were supported by
analytics, and show how increased project progress awareness leads to less overwork.

A. Strategic decisions

• **Scheduling.** Based on the historical data and the current goal of admitting cost and
  schedule overruns of at most 20%, a cushion factor is added to the estimation of the
  projects when Amisoft bids for contracts. Regardless of the delays that the project
  experience, clients will receive software on time, which has obvious benefits in the
  perception the clients have of the company. Amisoft aims to increase project
  adherence to the schedule, reducing the cushion to 10%, as part of its continuous
  improvement effort.

• **Requirement volatility.** Measuring requirement volatility made management realize
  that it was too high, as it was often in the double digits during an iteration. The
  company developed a policy of being careful and methodological in eliciting
  requirements, and made five employees take additional courses on requirement
  engineering. The clients were also informed, and now participate more willingly in
  requirement elicitation. Using data from previous projects is helpful to stress the cost
  of changing requirements to the clients. While it is too early to assert conclusively
  that volatility has decreased, measurements in the most recent projects and iterations
  seem to indicate this is the case.

• **Verification and validation.** Based on the man-hours invested in each software
  engineering discipline, the company realized that the time invested in verification and
  validation was too low—typically 15% of the total time in a project—putting the
  quality of the software at risk. The company decided to increase in the medium term
  the amount resources dedicated to it. However, clients are unwilling to invest in
  verification and validation, hence Amisoft is now gathering data to show prospective
  clients why they should do so. Meanwhile, stopgap measures are taken, such as
  assigning idle personnel in a given project to testing activities in other projects.

B. Tactical decisions

---

3 Where data analysis refers to the specific step of analyzing concrete data, in the broader process and infrastructure brought by analytics
Project managers use software analytics to make tactical decisions in their projects. We asked four project managers how they used the indicators; we provide a non-exhaustive list of uses:

- **Personnel.** Project managers monitor individual employees in several aspects. One particular project manager made extensive use of this, including: monitoring two employees that showed significant delays on a daily basis to ensure they did not accumulate further delays; personally revising the requirements produced by another employee that tended to have higher volatility in the requirements, paying special attention to complex ones; recommending that an employee with a low incident resolution rate be assisted two hours daily; or simply discussing the situation with the employees when this is needed.

- **Client interaction.** Two project managers mentioned that they used requirement volatility and incident reports as tools when interacting with clients, to: emphasize the problems encountered in these areas; prioritize resources towards these efforts; and justify delays out of the ordinary in case they are due to these issues.

- **Rescheduling.** Three project managers reported using planning and task status data to modify task assignments: either to reroute tasks to other people to alter their workload, or to change the priority of tasks. One manager mentioned that he uses data from past iterations to schedule the next iterations.

It is hard to quantitatively assess the impact of analytics on these decision, as each decision is unique and analytics are part of the evidence leading to a conclusion. However the qualitative perception of the managers is that they used them to enact change at various levels in the company.

### C. Case study: increasing reactivity to reduce work overload

A characteristic of the data collection process is that the majority of the metrics are updated weekly. Analytics have been used to react to delays (for instance by using rescheduling) and get back on track quickly, instead of letting delays accumulate; increased effort is punctual, instead of being sustained.

Given the absence of hard data in the period before the analytics were introduced, we have to rely on anecdotal evidence. Based on the CEO’s experience, the situation at Amisoft (once the improved process was introduced) was that most projects were delivered on time, but at very high human cost and sustained effort later in the project. Nowadays, the effort is much more evenly distributed to achieve the same results.

To evaluate the reduction in sustained late efforts and the associated burnout, we analyzed the evolution of the CPI and SPI indices of individual iterations to locate rapid adjustments to the trends. Iterations last between 3 and 6 weeks usually, so weekly metric updates allow the team to adjust its workload. We analyzed the data from 29 iterations of 5 projects, and classified each of the resulting 58 metric trends in 3 categories:
• 1(b): The indices were maintained at the current level during the iteration, or above 1: 19 out of 58 trends, or 33%.

• 1(c) The indices improved towards 1: 24 out of 58, or 41% of the trends.

• 1(d) The indices declined below 1: 15 out of 58, or 26% of the trends; a minority of cases.

Furthermore, we looked at the value of the CPI and SPI metrics at the end of each iteration, to determine whether the stated goal of 0.8 or above was reached; it was the case 81% of the time (47 out of 58); it was above 0.9 66% of the time. This shows that projects react quickly to delays during an iteration, instead of letting it accumulate. Previously, delays would be noticed much later in the iterations, where they could grow to be as large as 40 or 50%. This would cause considerable risks to the projects, such as burnout of employees working extremely long hours, or significant delays if a critical employee would fall sick at the wrong time. By monitoring the status more often, this situations are much more rare.

To avoid burnout, projects also routinely schedule fewer hours on the projects than they have available on the budget. There are only 2 out of 31 (6.5%) iterations where the hours budgeted are above the available one (effective overtime). Only a third of the iterations schedule more than 90% of the available time on the project. All in all, these figures concord with the anecdotal evidence, yielding strong evidence that Amisoft succeeds in having its employees work balanced hours.

V. THE COST OF SOFTWARE ANALYTICS

There are few drawbacks to such a process, even for a company such as Amisoft.

• **Initial cost.** The cost of instrumenting the process was consequent. The first version of the metric gathering system, a pilot study of two projects, took three months (three iterations of: metric definition, metric presentation to the team, metric collection, and metric analysis) to set up. During that time, the CEO of the company spent half of his time on this project, and a metric analyst was hired full-time to assist him. This amounts to 1.5 out of 43 employees, or 3.5% of the workforce. This does not account for the cost of formalizing and setting up the development process at Amisoft, which was earlier, two year project.

• **Running cost.** The second issue is the cost of the process instrumentation. There is one full-time employee collecting the metrics and generating reports. Each employee spends one hour a week (2.2% of a 44 hours work week for 37 employees) collecting his time-sheet information, and managers spend a significant proportion of their time consolidating the information from individual employees at the level of projects (2.5 hours a week, 5.7% of their work time, for five managers). Counting the full-time data analyst (one out of 43 employees), collecting data for software analytics takes around 5% of the time of the workforce.

• **Resistance.** The third issue was resistance from the employees, as they were not sure about the usage of these metrics. The usefulness of the metrics was doubted, and the
manual entry was perceived as a significant loss of time. It was shown to not be a

time sink (1 hour a week), and resistance has since diminished. Another facet of

resistance is the possibility to fake data. There is no strong incentive to do so, as the

metrics are not used to evaluate the performance of the employees. The metrics are

also checked by the analyst in collaboration with the project managers when they are

integrated, and are cross-checked between data sources. So far, the major cause of

inconsistencies are clerical errors.

VI. LESSONS LEARNED

**Software analytics are worthwhile, if you follow a process.** The main lesson extracted

from the experience is that software analytics are definitely worthwhile, even for a company

the size of Amisoft. They bring visibility and predictability in the software development

process, and allow Amisoft to gather evidence in support of a wide range of decisions, from

decisions too small to be recorded, up to long-term changes in the strategy of the company.

We think that smaller companies would also benefit from it. However, the analytics assume

that the work is broken down in a series of precise tasks that are assignable, estimable, and

trackable. A large proportion of smaller companies—including Amisoft in its early years—
do not have the maturity to track tasks precisely; for instance, in small Chilean companies,
ad-hoc requirement management and losing requirements are still common [7].

**Data analysis practices lack maturity.** Analysis practices need to be formalized and

shared: each project manager used the metrics in a different way. With additional experience

and sharing of practices, we expect that “patterns” of data analysis will emerge and be

consistently adopted by the managers. The discovery and consolidation of said patterns

should be a responsibility of the data analyst.

**Small companies have different analytics needs.** Buse and Zimmermann surveyed the

information needs of Microsoft developers and managers [2]. If there is a wide variety of

information needs, the overlap with the practice at Amisoft is narrow. Project managers are

interested in higher-level artifacts (e.g., requirements at Amisoft, product features at

Microsoft, failures and crashes in both cases), and some of the decision-making scenarios

are similar (e.g., release planning, targeting training and understanding customers).

However, out of the 17 indicators of Buse and Zimmermann, only 3 (failures,
documentation, and engineering activity), are similar to the indicators Amisoft uses; the

others are technical indicators that Amisoft does not use yet.

Microsoft is a much larger company, and already has large amounts of data to analyze,

which may bias their perceived needs towards questions they can more easily answer. In

contrast, Amisoft had to set up data collection from the ground up. Another difference may

be that Amisoft has a more direct contact with its clients, as its business model is geared
towards the needs of specific clients, while Microsoft develops mainly off-the-shelf

products used by large amount of customers.
The study by Treude and Storey [9] of the use of analytics in IBM's Jazz product is another interesting comparison. Most of the individuals studied were developers; they were more interested in indicators related to individual work items, or recent build status, than progress and planning indicators. The study stresses that high-level aspects are the most important for managers, which concurs with our findings.

VII. CONCLUSION

Software analytics were introduced at Amisoft to gather evidence of the usefulness of software engineering practices. While doing this, Amisoft also concluded that software analytics themselves are a net positive. Analytics support strategic decisions to address issues that the organization faces, tactical decisions for individual teams, and increase reactivity. While the effect of software analytics for longer term, strategic decisions, and punctual, tactical decisions is visible only qualitatively so far, the effect on the reactivity of the projects—replacing sustained effort at the end of projects and iterations with more punctual effort—is measurable both qualitatively and quantitatively.

The analytics at Amisoft are different from the ones in large companies, and in the research community. While they are mostly focusing on technical indicators at the level of source code, versions, and defects, Amisoft focuses first on business-level metrics (schedule, effort, requirements) for their larger potential impact for the client, at lower cost.

Next steps. Amisoft is increasing its investment in analytics, an automated, integrated system that gathers an extended set of metrics is nearing completion. The main roadblock to do it earlier was resources: the project involved two developers full-time for five months, which is a significant investment for Amisoft.

Amisoft has only scratched the surface. We believe there is more actionable information to be discovered, because the time dedicated to data analysis is small compared to the time invested in manual collection; the automated process will free time to perform more advanced analyses.
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