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Abstract—As an essential high-level task of video understanding topic, automatically describing a video with natural language has recently gained attention as a fundamental challenge in computer vision. Previous models for video captioning have several limitations, such as the existence of gaps in current semantic representations and the inexpressibility of the generated captions. To deal with these limitations, in this paper, we present a new architecture that we call Attentive Visual Semantic Specialized Network (AVSSN), which is an encoder-decoder model based on our Adaptive Attention Gate and Specialized LSTM layers. This architecture can selectively decide when to use visual or semantic information into the text generation process. The adaptive gate makes the decoder to automatically select the relevant information for providing a better temporal state representation than the existing decoders. Besides, the model is capable of learning to improve the expressiveness of generated captions attending to their length, using a sentence-length-related loss function. We evaluate the effectiveness of the proposed approach on the Microsoft Video Description (MSVD) and the Microsoft Research Video-to-Text (MSR-VTT) datasets, achieving state-of-the-art performance with several popular evaluation metrics: BLEU-4, METEOR, CIDEr, and ROUGE_L.
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I. INTRODUCTION

Automatically generating natural language descriptions of videos represents a fundamental challenge for computer vision and multimedia information retrieval communities. Understanding the contents of a video and generating descriptive captions can be useful for tasks like video indexing and retrieval, and robotics (answer questions about the environment). For example, an automatic video description would greatly help users filter what is attractive to them among the sheer number of videos on YouTube.

Predicting a single sentence from an image has been a fundamental problem for several years [15], [29], [34]. However, more recently, that problem was extended to generate descriptions from a video with only one event [12], [16], [18], [29], [32], [33], or with multiple events [30], [36], [43]. However, video captioning is more challenging than image captioning because the videos are more diverse and complex, regarding the visual content and the associated description.

For video captioning, due to the success of Deep Learning, researchers have proposed many combinations of Convolutional and Recurrent Neural Networks (CNN and RNN) in their frameworks. These proposals consist of a first stage with a neural network for visual recognition (the encoder) based on CNN, and a second stage with a neural network for text generation (the decoder) based on RNN, and a second stage with a neural network for text generation (the decoder) based on RNN. Almost all these combinations are end-to-end trainable deep network models, in which the two stages are trained simultaneously. Besides, recent works have proposed to improve the effectiveness of the encoding by learning high-level representations from the basic CNN encoder stage. These representations have more semantic information about the video contents, and the authors include this information in the decoder phase, obtaining the state-of-the-art results.

In this paper, we propose a novel encoder-decoder model
(see Figure 1) for video captioning. As part of this model, we include some novel and effective components that could be assessed on other video analysis tasks. Specifically, the main contributions of this paper are as follow:

1) We introduce the Specialized LSTM (S-LSTM) layers: v-LSTM and s-LSTM, which are very useful as visual-dependent and visual-semantic-dependent guiding layers, respectively. The existing decoders process the visual and semantic information by composing or concatenating them, without considering valuable temporal-specialized representations. Our layers can learn temporal representations related to a specific feature domain, e.g., visual, semantic, or syntactic.

2) We proposed the novel Adaptive Attention Gate for integrating two different temporal representations into the decoder network, capable of enhancing the related information within both representations. To our knowledge, we are the first instance of successful incorporation of an explicit adaptive fusion strategy based on visual attention, fusion gates, and cross-products, at the top of the decoder model.

3) We design the so-called Attentive Visual Semantic Specialized Network (AVSSN), a new model for video captioning able to obtain more accurate high-level visual and semantic context representations. For this, encoding representations of the video are processed through two different S-LSTM layers (Section III-B) and guided by a novel Adaptive Attention Gate at each step.

4) We evaluate our proposed model on two video description benchmark datasets: MSVD [19] and MSR-VTT [39]. Our quantitative and qualitative analysis shows superior performance of our proposal, improving the state-of-the-art in both datasets in almost all metrics.

II. RELATED WORK

Previous work deals with the video captioning by template-based models [16], [18], [32], which aim to generate sentences within a reduced set of templates that assure grammatical correctness. To determine the words to fill the templates, we first need to recognize the relevant visual content (Subject-Verb-Object (SVO) triplets). However, for any sufficient variability in the video set’s content, the required complexity of rules and templates makes the time-consuming manual design of templates unfeasible or too expensive. Hence, the SVO approaches soon become inadequate in dealing with open-domain datasets.

More recently, deep learning models have shown high performance for many tasks of computer vision, multimedia information retrieval, and video understanding, e.g., action recognition [6], [7], [17]. According to that, the rise of results of all metrics of video description of methods based on deep learning is notable.

A. Semantic Guiding

A way to get more accurate sentences on recent neural-network-based models is by incorporating a semantic concept level in the process. In this sense, Pan et al. [22] presented LSTM-TSA, which incorporates transferred semantic attributes learned from images and videos. Similarly, Gan et al. [8] proposed the Semantic Compositional Network (SCN-LSTM), which incorporates the semantic meaning via a semantic-concept detector into a variation of the conventional LSTM. This variation extends each matrix of weights of the LSTM to a set of matrices of tag-dependent weights subject to the probability of the tag is present in the video. In contrast, Yuan et al. [41] proposed the Semantic Guiding Long Short-Term Memory (SG-LSTM), a framework that jointly explores visual and semantic features using two semantic guiding layers. More recently, Chen et al. [3] modified the model SCN-LSTM [8] by including a semantic-related video feature term at each recurrent step. However, these models strongly depend on the quality of semantic concept detection models, commonly designed as multi-label classification approaches. Our model deals with this limitation by selectively deciding when to use visual information or semantic information at each step of the sentence generation process. We consider some words can be easily predicted using visual information without considering semantic meaning, e.g., colors. Our model manages this automatic selection of the relevant information by maintaining two specialized channels and incorporating an adaptive attention mechanism able to decide when to use the output of each channel.

B. Attention Mechanisms

The frames in videos have different relevance in each step of the decoder model. To determine each frame’s relevance and decide where to look at during word prediction, later video captioning models incorporate visual attention mechanisms. For example, Yao et al. [40] incorporated a temporal attention mechanism adapted from soft attention [1], allowing the decoder to weight each temporal feature vector. Intuitively, this mechanism simulates the human attention that sequentially focuses on the most important parts of the information over time to make predictions. More recently, instead of attention over the temporal outputs of the recurrent encoder, Gao et al. [9] proposed an attention model able to decide whether to depend on the visual information or language context model. For that, they proposed a hierarchical model of two LSTMs layers and adaptive attention that extend the temporal visual attention. The bottom LSTM layer contains visual dependent information. The top LSTM layer manipulates in-depth language context information (also using visual dependent information only). The adaptive attention decides which LSTM unit output must be used at each time step. However, these models cannot effectively mix the visual and semantic information because they do not explicitly consider the semantic information for the word prediction process. In contrast, our model incorporates a more effective adaptive gate as a fusion strategy of a visual-dependent layer and a semantic-dependent layer. Likewise, following the “deeper rather than wider” philosophy, we conditioned our adaptive gate and semantic layer by a temporal attention mechanism.
III. PROPOSED APPROACH

We propose a CNN-RNN framework (see Figure 1) to generate video descriptions under the assumption that detecting semantic concepts can improve the quality of generated sentences. This section describes an accurate way to incorporate semantic representations into an encoder-decoder video captioning model.

A. The Encoder

Our encoder is composed of two parts. The first part is a standard visual feature extractor that encodes the input \( x \) into a real-valued representation that we denote by \( v \). We construct it by first sampling \( p \) frames from \( x \) and then computing 2D-CNN feature vectors \( \{f_1, f_2, \ldots, f_p\} \) and 3D-CNN feature vectors \( \{g_1, g_2, \ldots, g_p\} \) intuitively capturing appearance and motion features, respectively. These features are then concatenated and averaged to produce \( v \), that is, \( v = \frac{1}{p} \sum_{i=1}^{p} [f_i, g_i] \).

The second part, which we call concept detector, is borrowed from the work by Chen et al. [3] and Gan et al. [8]. We will briefly explain the main idea and refer to [3], [8] for details. Essentially, a neural network classifies the \( v \) values, determining the probability of each tag appearing in the input video \( x \). Since most video description datasets do not include annotations according to a set of tags, we annotate the features and define the multi-class classification approach as follows.

Let \( L \) be the set of associated captions of \( x \), and \( y = [y_1, \ldots, y_K] \in \{0, 1\}^K \) be the associated tag vector, where \( y_j = 1 \) if the \( j \)-th tag appears in, at least, one of the captions in \( L \). This definition assumes all used words in the video captions are equally likely to appear in \( x \). The cost function to be minimized is a component-wise binary cross-entropy loss as it is customary for multi-class classifiers:

\[
\mathcal{L}_{\Theta_1} = \sum_{i=1}^{K} (y_i \log s_i + (1 - y_i) \log(1 - s_i))
\]

where \( \mathcal{MLP}_{\Theta_1}(v) = [s_1, \ldots, s_K] \) and \( \Theta_1 \) represents the parameters to be learned into a standard multi-layer perceptron (MLP) neural network that has \( v \) as input, relu activations in hidden layers, and a sigmoid activation at the output, producing a vector \( \mathcal{MLP}(v) \in [0, 1]^K \).

B. The Decoder

For our decoder, we propose a new deep compositional neural network based on the existing SCN-LSTM and Chen et al. models [3], [8], which is capable of learning to decide when to use visual-related information or visual-semantic-related information in the sentence generation process. The SCN-LSTM and Chen et al. models suffer a strong dependence on the quality of concepts-detection models. This high dependence produces the decoder fails in generating some words that could be easy to predict without using explicit semantic information, e.g., the word “be” and the colors.

In contrast, our decoder can selectively decide when to use the visual-dependent information or visual-semantic-dependent information at each step of the sentence generation process. Our model manages this automatic selection of the relevant information maintaining two specialized channels, conditioning the semantic channel by a temporal attention mechanism, and incorporating an adaptive attention mechanism able to decide when to use each channel’s output dynamically. On the one hand, the temporal attention makes the model selectively focus on the video’s relevant temporal fragments, guiding what frames to look. On the other hand, the adaptive attention works as a fusion gate that decides when to use the visual information from the bottom LSTM layer and when to use the semantic context information from the top LSTM layer.

These two channels are performed by two recurrent layers, which are specialized in composing a different kind of global information of the video, i.e., visual \( (v) \) and semantic \( (MLP(v)) \). An advantage of using these specialized layers is to capture temporal states related to each feature representation separately. Moreover, our attention mechanism allows the model to dynamically ensemble these two kinds of feature information. Specifically, at the bottom layer, we effectively decode visual feature information. While, at the top layer, the model incorporates the semantic information and focuses on the meaning of the visual and language context information. We define the hidden states of each specialized layer \( \text{S-LSTM}(h_{t-1}, c_{t-1}, x_t, q, r) \) as follows.

We first define a general operator \( F(\cdot, \cdot, \cdot, \cdot) \) over matrices and vectors as:

\[
F(U, V, W, x, y) = W \cdot ((U \cdot x) \odot (V \cdot y)).
\]

Now let \( * \) represents \( i \) (input), \( f \) (forget), \( o \) (output) and \( c \) (cell) gates. Then we define the intermediate vectors \( \hat{m}_s, \hat{x}_s, t \) and \( \hat{h}_{s,t-1} \) as

\[
\hat{m}_s = F(C_{s,1}, C_{s,2}, C_{s,3}, q, r) \tag{1}
\]

\[
\hat{x}_s = F(W_{s,1}, W_{s,2}, W_{s,3}, x_t, r) \tag{2}
\]

\[
\hat{h}_{s,t-1} = F(U_{s,1}, U_{s,2}, U_{s,3}, h_{t-1}, r) \tag{3}
\]

where \( W_{s,j}, U_{s,j} \) and \( C_{s,j} \) with \( j \in \{1, 2, 3\} \) are weight matrices to be learned for each gate. Given these intermediate vectors, we can define the (hat) gates \( \hat{i}, \hat{f}, \hat{o} \) and \( \hat{c} \) as

\[
\hat{i}_t = \sigma(\hat{x}_{i,t} + \hat{m}_i + \hat{h}_{i,t-1} + b_i),
\]

\[
\hat{f}_t = \sigma(\hat{x}_{f,t} + \hat{m}_f + \hat{h}_{f,t-1} + b_f),
\]

\[
\hat{o}_t = \sigma(\hat{x}_{o,t} + \hat{m}_o + \hat{h}_{o,t-1} + b_o),
\]

\[
\hat{c}_t = \tanh(\hat{x}_{c,t} + \hat{m}_c + \hat{h}_{c,t-1} + b_c),
\]

where \( b_* \) with \( * \in \{i, f, o, c\} \) is a different bias vector to be learned for each gate. Finally, we have

\[
\text{S-LSTM}(h_{t-1}, c_{t-1}, x_t, q, r) = [h_t, c_t],
\]
such that

\[
e_t = \hat{f}_t \odot e_{t-1} + \hat{i}_t \odot \hat{c}_t, \\
h_t = \hat{o}_t \odot \tanh(e_t),
\]

1) Visual-dependent Layer: To define this layer (v-LSTM in Figure 1), we only incorporate, at each step, the visual information \( v \) of the video. To do this, we re-utilize our definition of S-LSTM unit, but not taking into account the intermediate representation \( \hat{n}_{it} \) (Eq. 1) as part of the \( \hat{i}_t \) gates computation. Then, the (hat) gates of this layer could be efficiently computed by

\[
\hat{i}_t = \sigma(\hat{x}_{i,t} + h_{i,t-1} + b_i), \\
\hat{f}_t = \sigma(\hat{x}_{f,t} + h_{f,t-1} + b_f), \\
\hat{o}_t = \sigma(\hat{x}_{o,t} + h_{o,t-1} + b_o), \\
\hat{c}_t = \tanh(\hat{x}_{c,t} + h_{c,t-1} + b_c),
\]

and the hidden and cell states can be defined by passing the visual representation \( v \) through the input parameter \( r \) of the S-LSTM as follows:

\[
h_{v_t}, c_{v_t} = \text{S-LSTM}(h_{v_{t-1}}, c_{v_{t-1}}, x_t, 0, v),
\]

where \( h_{v_{t-1}} \) and \( c_{v_{t-1}} \) are the previous hidden and cell states of the layer, respectively.

2) Temporal Attention: To obtain accurate visual-semantic-related information, we incorporate a component for temporal attention (TA in Figure 1) after the v-LSTM unit, and before the s-LSTM unit. Using the output of temporal attention as an input of the top semantic-dependent layer allows the model to effectively relate the semantic concepts to video’s relevant fragments at each step. We adapted the soft attention [1] mechanism by learning to dynamically weight each temporal feature vector, taking the weighted sum of them.

3) Semantic-dependent Layer: Another specialized S-LSTM unit implements the channel to obtain the temporal semantic-dependent information. In contrast to v-LSTM, this layer (s-LSTM in Figure 1) incorporates the global semantic information, focusing on learning the visual and language context information. Specifically, this layer’s procedure can be defined from our S-LSTM, introducing the global semantic representation of the video MLP(\( v \)) by the input parameter \( r \) and the output of TA \( a_t \) through the parameter \( q \) as follows:

\[
h_{s_t}, c_{s_t} = \text{S-LSTM}(h_{s_{t-1}}, c_{s_{t-1}}, x_t, a_t, s),
\]

where \( h_{s_{t-1}} \) and \( c_{s_{t-1}} \) are the previous hidden and cell states, respectively.

4) Adaptive Attention Gate: After the model computes the recurrent step of s-LSTM layer, the adaptive fusion of \( h_{v_t} \) and \( h_{s_t} \) determines the most accurate information to generate the word at step \( t \). We divide the computation of our Adaptive Attention Gate (AAG in Figure 1) into two parts. Firstly, the unit computes the weights \( \beta \in [0, 1]^H \) from the concatenation of \( \hat{a}_{t-1} \) and \( a_t \), a fully-connected layer, and the sigmoid activation function (see Figure 2). These weights are used to control how much information from each specialized channel should be preserved. A cross-activation strategy with residual connections reaffirms and merges the related information within the specialized hidden states \( h_{v_t} \) and \( h_{s_t} \). Formally, we defined the unit by:

\[
\beta = \sigma(W_{a,3} \cdot [\hat{a}_{t-1}, a_t] + b_{a,2}), \\
s_t = (h_{s_t} \cdot W_{a,4}) \odot h_{a_t} + \beta \odot h_{v_t}, \\
v_t = (h_{s_t} \cdot W_{a,5}) \odot h_{a_t} + (1 - \beta) \odot h_{v_t}, \\
\hat{a}_t = W_{a,6} \cdot [s_t, v_t] + b_{a,3},
\]

where \( W_{a,3}, W_{a,4}, W_{a,5}, W_{a,6}, b_{a,2} \) and \( b_{a,3} \) are parameters to be learned, \( \beta \) is the result of logistic sigmoid function \( \sigma(\cdot) \), and \( \odot \) is the element-wise multiplication.

Intuitively, this component learns which data is essential to keep (or disregard) generating the word in each step. Besides, this definition can be easily extended for mixing a higher number of S-LSTM layers by connecting some of these components into a cascade way.

5) Word Embedding: Finally, the model determines a probability distribution over vocabulary and choose one word in each step by a fully-connected layer and the softmax activation function. We mapped this word to a vector representation using a pre-trained word embedding (embedding in Figure 1), which is used as input of the two specialized layers at the next step.

C. Loss Function

As a language generation task, video captioning models are usually trained by minimizing the Cross-Entropy loss (CELoss) [11] function. With CELoss, the model is trained to maximize the probability of generating the next correct
word of the reference caption. However, at test time, the model has only access to its predictions, which may not be correct. Additionally, the popular evaluation metrics used for video captioning are based on n-gram overlapping between the generation and reference captions, e.g., BLEU [23]. Some authors, like Ranzato et al. [28], study this discrepancy and board some techniques like Beam Search [1], [31], to overcome it.

In this work, we deal with this limitation by using a loss function that operates with explicit supervision at the sequence level. We adopt the loss function proposed by Chen et al. [3], which weights the CEGLoss according to the length of the reference captions. Given a ground-truth caption \( y = \{w_1, w_2, \ldots, w_L\} \) of the input video, we minimize

\[
\mathcal{L}_{\theta_2} = -\frac{1}{L} \sum_{t=1}^{L} \log p_{\theta_2}(w_t | w_{<t}),
\]

where \( \theta_2 \) represents all the parameters of the decoder to be learned. The hyperparameter \( \beta \in [0, 1] \) regulates the length of the generated sentences. The higher the value of \( \beta \), the lower the loss produced by the function, and vice versa. Thus, a value of \( \beta \) near 0 implies that the model rapidly adapts to generate concise sentences that could affect their syntactic correctness.

### IV. Experimental Evaluation

In this section, we evaluate our video captioning method on two popular datasets. For comparing the new method with existing works, we computed the evaluation metrics with the codes released on Microsoft COCO evaluation server [4].

#### A. Datasets

In our experiments, we considered the standard splits of two widely used benchmarks that are publicly available: MSVD and MSR-VTT (see Table I for details).

#### B. Training Setup

First of all, we determine the vocabulary and the maximum length \( L \) of the descriptions in the each dataset’s training set. For representing each word, we use the 300-dimensional GloVe [27] word embedding. This embedding was pre-trained on a 6 billion word corpus from Wikipedia 2014 + Gigaword 5\(^1\). For MSVD, 1,595 words of the training set were not part of the 400,000 vocabulary entries of GloVe dictionary, resulting in a vocabulary of 8,034 words. While for MSR-VTT, 4,532 words were missing, resulting in a vocabulary of 18,995 words. Then, we represent each description as a sequence (of length \( L \)) of indices in the vocabulary, putting the end-of-sentence token (EOS) from the end of each sentence to the length \( L \). We initialize the weight matrices of the model by Gaussian initialization [10] strategy and the biases vectors by zero.

To encode each video, we sample a \( p \leq 30 \) frames from MSR-VTT’s videos, and \( p \leq 20 \) frames from MSVD’s videos. For extracting the 2D-CNN visual features from each sampled frame, we extract 2048-dimension vectors with ResNet-152 model [13], pre-trained on ImageNet\(^2\) dataset. For 3D-CNN visual features, we process segments of 16 frames (adjacent to the sampled frame) with the ECO model [44], pre-trained on Kinetics-400 dataset. ECO produces 1536-dimension vectors.

For our semantic concepts detector, we semi-manually built a set of \( K = 300 \) key-words (tags). We extract these tags from the training sets, sorting all words according to the number of appearances and selecting the most frequent adjectives, nouns, and verbs, e.g., young, man, boy, playing and run.

We set the hidden size of the v-LSTM and s-LSTM specialized layers to 1024. We used a batch size of 64, and the Adam optimizer with an initial learning rate of \( 4 \times 10^{-5} \) for the MSR-VTT dataset and \( 2 \times 10^{-5} \) for MSVD (decaying it every 20 epochs). We train for at least 70 epochs using early-stopping criteria of 10 epochs with any improvement for METEOR score on the validation set. Besides, similar to the loss used by Xiao et al. [38], we set \( \beta = 0.7 \) for the weighted-loss function parameter. We conduct experiments drawing a word at random from the output distribution and choosing the word with the highest probability for word generation at each step.

Additionally, we train the decoder with a scheduled sampling strategy for quickly and efficiently training the recurrent neural network. This strategy prevents the slow convergence, the model instability, and the inadequate skill [20], including a teacher-forcing-ratio parameter that determines the probability of using ground-truth words of the previous step as input in the current step. We decay this parameter from 0.96 until 0.6, using the next equation:

\[
p(e) = \max\left(0.6, \frac{s_f}{s_f + \exp(e/s_f)}\right),
\]

where \( e \) is the epoch index, and \( s_f \) is the convergence speed factor. In our experiments \( s_f = 24 \) shows the best results.

We fine-tuned all the hyperparameters on each dataset’s validation sets and selected the best checkpoint for testing according to METEOR score. During testing, we generate words until the decoder generates the EOS token. At each step, the model selects \( w_t \) by determining the index \( \text{argmax}_V P(w_t | w_{<t}, V) \) in the vocabulary.

We implemented our model and training method in PyTorch [26] and publicly available\(^3\).

#### C. Ablation Study

To validate the effectiveness of our model’s different parts, in Table II, we compare the performance of different modifications of our proposal. The modifications consist of removing one component of the model, i.e., v-LSTM layer, s-LSTM layer, TA, and AAG, or changing the training strategy, i.e., the word sampling strategy or loss function. We ran six experiments:

- **without v-LSTM layer.** This experiment evaluates the v-LSTM layer’s contribution to our proposal’s performance.
- **without s-LSTM layer.** We evaluate the performance of the model removing the vital s-LSTM layer.

---

\(^1\)Gigaword 5 corpus website: https://catalog.ldc.upenn.edu/LDC2011T07

\(^2\)ImageNet dataset website: http://www.image-net.org/

\(^3\)https://github.com/jssprz/attentive-specialized-network-video-captioning
with two standard LSTM layers instead of our S-LSTM layers. Thus, compositional operations are not used.

- **without TA mechanism.** This experiment evaluates how much the TA between the two specialized layers contributes to our model’s effectiveness.

- **without AAG component.** We evaluate the model performance replacing the AAG with a fully-connected layer.

- **without weighted-loss.** This experiment shows the importance of training the model using our length-weighted-loss function. We train the model using the cross-entropy loss.

- **without argmax sampling.** This experiment evaluates sampling the word according to the output multinomial probability distribution, making higher probabilities more likely. During testing, we choose the argmax probability.

1) **Comparison with the state of the art on MSVD:** Table III shows the performance of several proposed models in the literature on MSVD. All these approaches are encoder-decoder frameworks based on deep learning and that have been proposed since 2017. Some of them use high-level semantic representations, e.g., SCN-LSTM [8] and SAVCSSS [3]. Moreover, others like hLSTMat [9] use an attention mechanism to integrate basic LSTM layers. From this table, we can infer our model outperforms the state-of-the-art results on all metrics. Specifically, we surpass the other methods by at least 3.7% relatively in terms of METEOR, and at least 4.5% relatively in terms of CIDEr. In terms of ROUGE_L, although our model improves the existing methods by more than 1.9% relatively, the ablation experiment wo. argmax gets an even better score.

2) **Comparison with the state of the art on MSR-VTT:** Table IV compares our AVSSN architecture with the state-of-the-art methods on the MSR-VTT dataset. This table shows that our model outperforms the best on all metrics except CIDEr. Specifically, we obtain a relative improvement of 2.7%, 5.7% and 2.3% for BLEU-4, METEOR and ROUGE_L, respectively. While for CIDEr, the models that obtain better results directly maximized this metric by reinforcement learning. However, compared to unreinforced methods, we improve CIDEr by at least 3.0% relatively. For instance, we improve the hierarchic LSTM-based architecture of hLSTMat [9] by 16.6%. We can also notice that some of our ablation experiments also get state-of-the-art results in terms of BLEU-4, e.g., wo. TA mechanism.

3) **Qualitative Analysis:** Figure 3 presents the predictions of our model for three different video examples of the MSVD dataset. To observe the improvement in the captions generated by our model, we compared these predictions with the outputs of the baseline model.
In this paper, we presented the Attentive Visual Semantic Specialized Network (AVSSN). This model explores both visual representations and high-level semantic representations for video captioning, and can selectively decide which of them is more important for predicting each word. These representations are mainly processed simultaneously by two different specialized layers (S-LSTM) and fused by a novel Adaptive Attention Gate. This adaptive gate effectively determines the essential information to keep or disregard for generating the word in each step. In addition, the model can be easily extended to a higher number of S-LSTM layers for new video representations, e.g., syntax. We plan to assess our approach to other video understanding tasks besides video captioning, such as text retrieval from videos. The quantitative and qualitative experiments we performed showed that the temporal representations offered by the S-LSTMs and the fusion strategy help the model to generate more representative descriptions. Our model achieves high results, which are superior to the state-of-the-art results on the MSVD and MSR-VTT datasets.

V. CONCLUSIONS

In this paper, we presented the Attentive Visual Semantic Specialized Network (AVSSN). This model explores both visual representations and high-level semantic representations for video captioning, and can selectively decide which of them is more important for predicting each word. These representations are mainly processed simultaneously by two different specialized layers (S-LSTM) and fused by a novel Adaptive Attention Gate. This adaptive gate effectively determines the essential information to keep or disregard for generating the word in each step. In addition, the model can be easily extended to a higher number of S-LSTM layers for new video representations, e.g., syntax. We plan to assess our approach to other video understanding tasks besides video captioning, such as text retrieval from videos. The quantitative and qualitative experiments we performed showed that the temporal representations offered by the S-LSTMs and the fusion strategy help the model to generate more representative descriptions. Our model achieves high results, which are superior to the state-of-the-art results on the MSVD and MSR-VTT datasets.

REFERENCES
