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Abstract. Scheduling in distributed systems is an important issue, and it has
performance impact on parallel processing, load balancing and metacomputing.
An optimal load balance in a non-preemptive scheduling enviroment is NP-
complete, but preemptive scheduling is polynomial. This paper presents a heuris-
tic for preemptive load balancing based on a multicast channel to communicate
the distributed systems, a totally non-centralized architecture and the migration
scheme provided by the ProActive tools.

1 Introduction

The scheduling of parallel computations on a set of processors has been an active
study area in the fields of paralell computation and load balancing [5]. Theoretical
results show that optimal load balance in a non-preemptive scheduling enviroment is
NP-complete, but preemptive scheduling is polynomial in time.

Donald McLaughlin says in [5]: “preemptive scheduling in distribuited systems was
rare, if not non-existen”. Nevertheless, when Active Objects appeared a new research
area was (re)opened, by using those objects to migrate jobs from a machine to another
one (Virtual or Real machine). Therefore, now one have the tools to make a preemptive
scheduler.

1.1 Fundamentals of Load Balance

Load balancing in this paper is a technique to enhance resources, utilizing paralellism
exploiting, throughput improvisation, and to cut response time through an appropiate
distribution of the application [2]. To minimize the decision time is still one of the
objective for load balancing.

There exist two typical load balancing approaches:Static and Dynamic. Static
load balancing is characterized by pre-execution task placement based on a prior
knlowledge of the application and target system characteristics (figure 1.a). Dynamic
load balancing can adapt to changes in target systems, according to the protocol
provided for manage that changes (figure 1.b).
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Fig. 1. Static (a) versus Dynamic (b) Load Balancing.

1.2 Contributions

To the best of our knowledge, most of the preemptive scheduling use a centralized
architecture (client/server) for the load balancing (see [9, 5, 12, 11]). The contribution
of this paper is to present a new totally non-centralized solution: we use a multicast
channel to comunicate, and sincronize the processors (following the recomendations of
[15]), and using the ProActive [1] tools to migrate jobs between them.

1.3 Related Work

There are several works and research in this area: some use static load balancing like
Online Real-Time Schedulers ([9]), Pipeline and Batch Sharing ([6]); and some uses
dynamic load balancing like Condor [12], PLRM [11] and CAPE [17].

We focus our research indynamic load balancing. The main differences between
our scheme and the related works are: the non-centralized architecture for the load
balancer (Condor, PLRM, and others are centralized) and the non-broadcasting of the
balance of each node (like CAPE and CONDOR) because that produces an overload of
the network.

Other systems, like Amoeba [8] and eCluster [16] are complete micro-kernels that
provide load balancer. Therefore, that kind of research are out of the scope of this paper.

1.4 Organization of this paper

The section 2 shows the ProActive principles [1]. The section 3 presents the design of
our algorithm (called “Robin Hood”) and finally the conclusions and future of this work
in progress are presented.

2 ProActive

ProActive is a Java library (Source code under LGPL licence) for parallel, distributed,
and concurrent computing. Also, featuring mobility and security in a uniform frame-
work based on an ideas of Denis Caromel and others [4]. With a reduced set of simple
primitives, ProActive provides an API that simplify the programming of applications
that are distributed on a LAN, on cluster of workstations, or on Internet Grids [10]. The
library is based on an Active Object pattern that encapsulate:



– a remotely accessible object,
– a thread as an asynchronous activity,
– an actor with its own script,
– a server of incoming requests,
– a mobile and potentially secure agent.

ProActive is only made of standard Java classes, and requires no changes to the
Java Virtual Machine, no preprocessing or compiler modification. Based on a simple
Meta-Object Protocol, the library is itself extensible, making the system open for
adaptations and optimizations. ProActive currently uses the RMI Java standard library
as a portable transport layer.

For more information please visit [1].

3 Basis of the Robin Hood scheme

The “Robin Hood” scheme has two principles:

1. Every node (processor, JVM, etc.) only know its own load.
2. Job from nodes which have high load (the “rich” ones) are reassigned to nodes with

low load (the “poor” ones).

The first principle is easier usingjava.lang.Thread methods to know the CPU
load of each node, following the recomendations of [13]. For the second principle, we
have to use theMigration API of the ProActive libraries [1].

Thealgorithm is:

– If a node note that it is underloaded (less than 60% of the node capacity) then it
sends to the multicast channel a message with it owns reference (see figure 2).

– If a node note that it is overloaded (more than 90% of the node capacity) then read
from the multicast channel looking for some node underloaded (see figure 3.c). In
case that a message arrives from the multicast channel, the node migrate some of
its jobs to the underloaded node (figure 3.d).

– Otherwise, nothing is done.

To not overload the network with multicast packages, the node load has to be
checked in time intervals, for example: five or ten seconds.

4 The Design of the Robin Hood Load Balancer

For the design of the “Robin Hood” load balancer we use the pattern designsSingleton
to mantain only one “Robin Hood” per node andState to mantain the node states
(poor, normal, rich). The UML class diagram is in the figure 4.

But, there was a problem using the ProActive [1] libraries because it use weak
migration [7]. Then, only the active thread can make the migration of the active object.
For this reason is necesary add to all the objects the method:
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Fig. 2.a) Four nodes on equilibrium. b) One node is undeloaded, then sends a Multicast message
with its own reference.
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Fig. 3.c) A node is overloaded: listen the multicast channel. d) Found an underloaded node, then
the “Robin Hood” useProActive.migrateTo("A") over the job representd by a black
circle.
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Fig. 4. Robin Hood UML diagram.



public void migrate(String URL) {
ProActive.MigrateTo(URL);
};

Therefore, if one want to migrate an objecto the method call is
o.migrate("//host/node") . By now, one can use tools likeJavassist[3]
to made this change automatically.

5 Conclusions

We present a totally non-centralized load balancer, using the ProActive library for the
migration of jobs, and a multicast channel to coordinate the nodes. The next step in
our research is to compare “Robin Hood” against the existent ones in dynamic load
balancing, for example CONDOR, PLRM and CAPE.

We are currently working on possible solutions for the migration process. Our goal
is to make it clear and transparent to the user.

Our future work is to determine the optimal parameters for the load checking, and to
improve the migration strategy (choose which job has to be migrated) and the migration
itself. Also, we have to work in make the “Robin Hood” a strong fault tolerant [14]
tool for load balance in coordination with Christian Delbe of INRIA Sophia Antipolis,
France.
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