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Example - Entity Recognition
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Example - Entity Disambiguation
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Knowledge Bases
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Name Variations in Entity Linking

Michael J. Jackson

King of Pop

Michael Joseph Jackson
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Problem

• Initial steps: Multilingualism
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Research Questions

1. What should Entity Linking link?

• How can we define the goal of the EL task?
• Is consensus possible on the definition of an “entity”?
• How can we define benchmark EL datasets and what metrics

can we use to reflect the lack of consensus?
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Research Questions

2. How well do EL systems perform in multilingual settings?

• How well do available EL systems for languages other than
English?

• How does the performance of systems compare for multilingual
EL?

• How would a method based on machine translation to English
compare with directly configuring the system for a particular
language?
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General hypothesis

One size does not fit all: different scenarios and different
applications may have different requirements for an EL system,
including, but not limited to, the types of entities targeted, the
languages supported, etc.

1 Different EL systems consider different “entity” definitions, and thus
target different sets of KB entities.

2 Current EL quality measures are not suitable for the evaluation of
approaches that consider different “entity” definitions.

3 The majority of multilingual EL approaches behave in different ways
for different languages.

4 Machine translation could be used in multilingual EL scenarios and
reach/improve state-of-the-art multilingual EL approaches.
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Consensus about Entity Linking
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Class-based definition
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Class-based definition

?
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Knowledge Base definition



37 / 131

Questionnaire

Gong-Qing Wu, Ying He, and Xuegang Hu. 2018. Entity linking:
An issue to extract corresponding entity with knowledge base.
IEEE Access, 6:6220–6231.
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Questionnaire

In an interview with Martin Bashir for the 2003 documentary Living with
Michael Jackson, the King of Pop recalled that Joe often sat with a white
belt at hand as he and his four siblings rehearsed.

Russian daily Kommersant reports that Moscow will supply the Greeks with
gas at rock bottom prices as Tsipras prepares to meet the Russian President.
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Questionnaire

• We sent the questionnaire to 321 researchers, of which 232
requests were delivered successfully.

• We received a total of 36 responses.
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Our Position

• It depends on the application.
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Multilingualism
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VoxEL

1 Create a benchmark dataset for multilingual Entity Linking

2 Create two versions of the dataset: strict and relaxed.
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Creation of VoxEL dataset

• It based on curated text from five languages.

• Same sentences for each corresponding document.

• Same annotations for each corresponding sentence.
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Curated source: VoxEurop
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Experiments

1 Evaluate the performance of state-of-the-art approaches using
machine translation.
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Experiments
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• VoxEL does not consider intermediate definitions of entities
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Fine-Grained Entity Linking
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FEL Ontology
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Re-annotation and categorization

1 KORE50: 1 doc, 50 sentences

2 VoxEL: 15 doc, 94 sentences

3 ACE04: first 20 doc, 214 sentences
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Validating by tag
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Fine-Grained Entity Linking Systems
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Adding Coreference Resolution

• Could we combine EL and CR to improve the quality of
linking Pro-Form mentions?
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CR + FEL experiment



92 / 131

CR + FEL experiment



93 / 131

CR + FEL experiment



94 / 131

SCR + FEL experiment
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NCR + FEL experiment
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Adding Word Sense Disambiguation

• Could we combine EL and WSD to improve the performance
of EL systems?
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WSD + FEL experiment
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WSD + FEL experiment
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NLTK + FEL experiment
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NLTK + FEL experiment
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DIS + FEL experiment
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DIS + FEL experiment
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Traditional F1

P =
|TP|

|TP|+ |FP|

R =
|TP|

|TF |+ |FN|

F1 =
2 · P · R
P + R
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Traditional F1

• Some EL annotations might be more important in certain
application scenarios than others.
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Fuzzy set
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Modifications to F1

P =
|TP|
|S |

R∗ =

∑
a∈S µG∗(a)∑
a∈G µG∗(a)

F ∗1 =
2 · P · R∗

P + R∗
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• Prop1: the values for R∗ and F ∗1 both range between 0 and
1, inclusive.

• Prop2: when µG∗ : G → {1} (i.e., when memberships are
binary), R∗ and F ∗1 correspond to R and F1.

• Prop3: missing annotations with higher membership degree
are penalized more in R∗ and F ∗1 than those with lower degree.
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Contributions

• Highlighted the lack of consensus about the definitions of
entity

• Created a multilingual benchmark dataset: VoxEL

• Validated the suitability of machine translations in EL
scenarios

• Created a set of Fine-grained EL categories

• Created a corresponding ontology for the proposed categories

• Reannotated three datasets following the guidelines of our
proposed categories

• Studied the applicability of CR/WSD as a complement of EL

• Proposed an extension of the F1 measure to deal with
Fine-grained EL annotations
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Learned lessons

• Many EL benchmarks compare results of systems that target
a different set of entities

• Most EL systems perform well for English

• Metonymic is not covered for state-of-the-art approaches

• Machine translation is a good option for applying EL to
multilingual scenarios

• Combine CR/WSD with EL helps to fill gaps of some EL
systems for specific applications.
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Limitations and Future Work

• Many concepts change their meaning depending on the
particular culture.

• Our questionnaire was targeted at researchers from the EL
community.

• Our categorization scheme was designed to cover the cases we
found in the three existing EL datasets that we relabeled.

• There are few samples of infrequent categories: 9 instances of
Extended Name, 13 instances of Adverb

• In our fine-grained EL evaluation, we include the results of
two CR systems and two WSD systems.
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