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1. Introdu

ión1.1. Ante
edentesUno de los problemas de gran interés en 
ien
ias dela 
omputa
ión es el de �búsqueda por similaridad�,es de
ir, en
ontrar los elementos de un 
onjunto mássimilares a una muestra. Esta búsqueda es ne
esariaen múltiples apli
a
iones, 
omo ser en re
ono
imientode voz e imagen, 
ompresión de video, genéti
a,minería de datos, re
upera
ión de informa
ión, et
.En 
asi todas las apli
a
iones la evalua
ión de lasimilaridad entre dos elementos es 
ara, por lo queusualmente se trata 
omo medida del 
osto de labúsqueda la 
antidad de similaridades que se evalúan.Interesa el 
aso donde la similaridad des
ribeun espa
io métri
o, es de
ir, está modelada poruna fun
ión de distan
ia que respeta la desigualdadtriangular. En este 
aso, el problema más 
omún ydifí
il es en aquellos espa
ios de �alta dimensión�donde el histograma de distan
ias es 
on
entrado, esde
ir, todos los objetos están más o menos a la mismadistan
ia unos de otros.El aumento de tamaño de las bases de datosy la apari
ión de nuevos tipos de datos sobre los
uales no interesa realizar búsquedas exa
tas, 
reanla ne
esidad de plantear nuevas estru
turas parabúsqueda por similaridad o búsqueda aproximada.1



Asimismo, se ne
esita que di
has las estru
turas seandinámi
as, es de
ir, que permitan agregar o eliminarelementos sin ne
esidad de 
rearla nuevamente.1.2. Mar
o teóri
oLa similaridad se modeliza en mu
hos 
asosinteresantes a través de un espa
io métri
o, y labúsqueda de objetos más similares a través de unabúsqueda en rango o de ve
inos más 
er
anos.De�ni
ión 1 (Espa
ios Métri
os): Un espa
iométri
o es un 
onjunto X 
on una fun
ión dedistan
ia d : X2 ! R, tal que 8x; y; z 2 X ,1. d(x; y) � 0andd(x; y) = 0ssix = y: (positividad)2. d(x; y) = d(y; x): (Simetría)3. d(x; y) + d(y; z) � (d(x; z): (DesigualdadTriangular)De�ni
ión 2 (Consulta por Rango): Sea unespa
io métri
o (X,d), un 
onjunto de datos�nito Y � X , una 
onsulta x 2 X , y un rangor 2 R. La 
onsulta de rango alrededor de x 
onrango r es el 
onjunto de puntos y 2 Y , tal qued(x; y) � r.De�ni
ión 3 (Los k Ve
inos más Cer
anos):Sea un espa
io métri
o (X,d), un 
onjunto dedatos �nito Y � X , una 
onsulta x 2 X y unentero k. Los k ve
inos más 
er
anos a x son unsub
onjunto A de objetos de Y, donde la jAj = ky no existe un objeto y 2 A tal que d(y,x) seamenor a la distan
ia de algún objeto de A a x.El objetivo de los algoritmos de búsqueda esminimizar la 
antidad de evalua
iones de distan
iarealizadas para resolver la 
onsulta. Los métodos parabus
ar en espa
ios métri
os se basan prin
ipalmenteen dividir el espa
io empleando la distan
ia a unoo más objetos sele

ionados. El no trabajar 
on las
ara
terísti
as parti
ulares de 
ada apli
a
ión tienela ventaja de ser más general, pues los algoritmosfun
ionan 
on 
ualquier tipo de objeto[CNBYM01℄.Existen distintas estru
turas para bus
ar enespa
ios métri
os, las 
uales pueden o
upar fun
ionesdis
retas o 
ontinuas de distan
ia. Algunos sonBKTree [BK73℄, Metri
Tree [Uhl91℄, GNAT [Bri95℄,

VpTree [Yia93℄, FQTree [BYCMW94℄, MTree[CPZ97℄, SAT [Nav02℄.Algunas de las estru
turas anteriores basan labúsqueda en pivotes y otras en 
lustering. En elprimer 
aso se sele

ionan pivotes del 
onjuntode datos y se pre
al
ulan las distan
ias entre loselementos y los pivotes. Cuando se realiza una
onsulta, se 
al
ula la distan
ia de la 
onsulta alos pivotes y se usa la desigualdad triangular parades
artar 
andidatos.Los algoritmos basados en 
lustering dividen elespa
io en áreas, donde 
ada área tiene un 
entro.Se alma
ena alguna informa
ión sobre el áreaque permita des
artar toda el área mediante sólo
omparar la 
onsulta 
on su 
entro. Los algoritmosde 
lustering son los mejores para espa
ios de altadimensión, que es el problema más difí
il en laprá
ti
a.Existen dos 
riterios para delimitar las áreas enlas estru
turas basadas en 
lustering, hiperplanos yradio 
obertor (
overing radius). El primero divideel espa
io en parti
iones de Voronoi y determinael hiperplano al 
ual pertene
e la 
onsulta según aqué 
entro 
orresponde. El 
riterio de radio 
obertordivide el espa
io en esferas que pueden interse
tarsey una 
onsulta puede pertene
er a más de una esfera.De�ni
ión 4 (Diagrama de Voronoi):
onsidérese un 
onjunto de puntosf
1; 
2; : : : ; 
ng(
entros). Se de�ne el diagramade Voronoi 
omo la subdivisión del plano en náreas, una por 
ada 
i si y sólo si la distan
iaeu
lideana d(q; 
i) < d(q; 
j) para 
ada 
j , 
onj 6= i.El gnat es una estru
tura basada prin
ipalmenteen el diagrama de Voronoi, aunque igualmente usaradio 
obertor. Es una generaliza
ión del GeneralizedHyperplane Tree (GHT) [Uhl91℄, el 
ual es 
onstruidosele

ionando dos puntos 
lave y dividiendo el restode los puntos de a
uerdo a 
uál de ellos está más 
er
a.Este pro
eso se realiza re
ursivamente en ambos hijos.En el gnat se sele

ionan k puntos 
lave paraparti
ionar el espa
io fp1; p2; : : : ; pkg, 
ada puntorestante es asignado a la 
lave más 
er
ana,de�niéndose así el subárbol de in�uen
ia. Cadasubárbol es parti
ionado re
ursivamente.



Para la búsqueda por rango en el gnat, se 
omparala 
onsulta 
on 
ada 
entro, se determina que áreasestán dentro del rango de in�uen
ia y se pro
edere
ursivamente en 
ada uno de esos subarboles, elresto de los 
entros se des
arta.El dinamismo es po
o 
omún en las estru
turaspara espa
ios métri
os [CNBYM01℄, sin embargo,algunas estru
turas permiten inser
iones e�
ientesuna vez 
onstruidas. Respe
to de la elimina
ión,resulta parti
ularmente 
ompli
ada, debido a quelas estru
turas podrían verse seriamente afe
tadas yhabría que re
onstruirlas par
ial o totalmente, 
onel 
osto que 
onlleva. Resultados experimentales deestru
turas dinámi
as pueden en
ontrarse en [NR02℄.Para este artí
ulo se sele

ionaron las pruebasrealizadas sobre dos espa
ios métri
os. El primero,un di

ionario de palabras en 
astellano de 86,061objetos, donde la distan
ia utilizada es la distan
iade edi
ión, la 
ual entrega 
omo resultado el númeromínimo de inser
iones, elimina
iones o reemplazos de
ara
teres para que una palabra sea igual a otra. Elsegundo es un espa
io de ve
tores de 
oordenadasreales de dimensión 10 generados 
on distribu
ión deGauss 
on media 1 y varianza 0.1 
uya 
antidad deobjetos es de 100,000, para este espa
io se utilizó ladistan
ia Eu
lidiana. Se 
onsidera que ambos espa
iosmuestran 
laramente el 
omportamiento del gnat.2. Geometri
 Near-neighborA

ess Tree2.1. Constru

ión del gnatLa estru
tura gnat tiene la propiedad que elalgoritmo de inser
ión original [Bri95℄, es en sídinámi
o, es de
ir, 
omo no es ne
esario 
ono
era priori la forma del árbol, al insertar un nuevoobjeto, este en
uentra su lugar, independiente de sila estru
tura está o no 
onstruida anteriormente.La 
onstru

ión bási
a del gnat es 
omo sigue:1. Se sele

ionan k puntos (splits), p1; : : : ; pk de labase de datos la 
ual se va a indexar.2. Se aso
ia 
ada punto restante del 
onjunto dedatos al split más 
er
ano a él. El 
onjunto depuntos aso
iados al split pi se denota 
omo Dpi .
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Figura 1: gnat: parti
ión del espa
io, representa
iónde subplanos.3. Para 
ada par de split (pi; pj), se
al
ula el rango range �pi; Dpj� =�min_d �pi; Dpj� ;max_d �pi; Dpj��, unamínima y máxima distan
ia Dist (pi; x) dondex 2 Dpj [ fpjg.4. El árbol se 
onstruye re
ursivamente para 
adaelemento en Dpi .Cada 
onjunto Dpi va a representar un subárbol
uya raíz es pi, o lo que es lo mismo, 
ada Dpi vaa 
orresponder al plano de Voronoi 
uyo 
entro espi. En la �gura 1 se muestra algún momento en la
onstru

ión de un plano P(S), 
uyo split o 
entroes S, las divisiones internas 
orresponderían a lossubplanos interiores de S.2.2. Búsqueda en el gnatUna búsqueda en un gnat, se realiza re
ursivamente
omo sigue:1. Se asume que se desea bus
ar todos los puntos
on distan
ia d � r a el punto x. Sea P larepresenta
ión del 
onjunto de puntos split delnodo a
tual (ini
ialmente la raíz del gnat) el
ual posiblemente 
ontiene un ve
ino 
er
ano ax. Ini
ialmente P 
ontiene todos los puntos splitdel nodo a
tual.



2. Se toma un punto p en P, se 
al
ula la distan
iad(x,p). Si d(x; p) � r, se agrega p al resultado.3. 8 q 2 P , si [d(x; p) � r; d(x; p) + r℄\range(p;Dq)es va
ío, enton
es se elimina q de P.4. Se repiten los pasos 2 y 3 hasta pro
esar todoslos puntos en P.5. Para todos los puntos pi 2 P , se pro
edere
ursivamente sobre Dpi .3. Elimina
ión en el gnat3.1. Considera
iones en la elimina
iónEl objetivo bási
o es poder tener una estru
turaque ofrez
a total dinamismo y a su vez mantener lae�
ien
ia en las 
onsultas, y ahora reinser
iones yelimina
iones. Enton
es, en la de�ni
ión del pro
esode elimina
ión se deben tomar en 
uenta 
iertaspremisas importantes, entre éstas:1. Después de la elimina
ión, la estru
tura debemantener las mismas 
ara
terísti
as de antes,es de
ir, ser un gnat, o 
ontener gnats, lo quepermitirá reinser
iones, búsquedas por rango yexa
tas.2. No degradar en demasía la e�
ien
ia en lasbúsquedas, o permitir sólo un determinadoaumento en el 
osto de búsqueda.Se ha dese
hado desde el ini
io la op
ión demar
ar el elemento o nodo 
omo borrado sin suelimina
ión físi
a. Esto no es a
eptable, debido a que,espe
ialmente en espa
ios métri
os, en la mayoríade las apli
a
iones los objetos son muy grandes(por ejemplo imágenes), y es indispensable eliminarlofísi
amente. Sin embargo, es posible mantener elnodo sin el objeto, un ejemplo de esto fue propuestoen [NR02℄ manteniendo Nodos Fi
ti
ios, para laestru
tura sa-tree.Des
artando ini
ialmente el 
aso en que el dato seen
uentra en una hoja, lo 
ual no ofre
e 
ompli
a
iónen la elimina
ión, se analizará el 
aso general, es de
ir,
uando el objeto se en
uentra en un nodo interno delárbol.

Existe una 
omplejidad notoria en la elimina
iónde un dato en la estru
tura gnat. Hay que re
ordarque 
ada vez que se inserta un dato, este es evaluado
on 
ada uno de sus an
estros y los hermanos deéste (an
estro es el 
entro de 
ada superplano al quepertene
e el objeto), y 
on sus propios hermanos, esto
on el objetivo de obtener los rangos (frontera) entrelos 
entros y los subárboles adya
entes. Por lo tanto,durante la elimina
ión es muy posible que los rangosqueden sobredimensionados, ya sea afe
tando al rangomínimo o máximo. Esto podría afe
tar a la estru
turade varias formas:1. Modi�
ando los rangos de los planos de uno omás an
estros al que pertene
e el objeto y suspropios planos.2. Los rangos de los hermanos de di
hos an
estrosha
ia el plano al 
ual pertene
e el objeto.3. Los rangos de los hermanos del objeto ha
ia elsubárbol 
uya raíz es el objeto.4. Los rangos originales alma
enados del objetopara su plano y para sus planos adya
entes(hermanos), ya no 
orresponderían.3.2. Algoritmos propuestos3.2.1. Re
onstru

ión de subárbolesUna primera alternativa bus
a mantener laestru
tura en su forma original, es de
ir, que tengatodas las propiedades de un gnat.Esto se podría 
onseguir usando un objeto
ualquiera 
omo reemplazo y re
al
ular todas lasdistan
ias a partir del nodo donde se en
ontraba elobjeto eliminado (subárbol afe
tado). Sin embargo,esto tendría el mismo 
osto que la re
onstru

ión delsubárbol por reinser
ión de todos sus des
endientes.La re
onstru

ión del subárbol puede ser a partir dela raíz o desde el nodo afe
tado, teniendo la primera ladesventaja de aumentar las evalua
iones de distan
ia,pero 
on la garantía de que no existirían splits 
onrangos sobredimensionados.La ne
esidad de reinsertar todos los elementosdel subárbol, es para mantener la 
oheren
ia de losrangos, sin embargo, es posible en
ontrar algunossubárboles que podrían insertarse 
ompletos, pero



no impli
aría que se eximieran de algún 
ál
ulo dedistan
ia.Finalmente este método resulta extremadamente
ostoso debido a la 
antidad de evalua
iones dedistan
ia por 
ada elemento a eliminar.3.2.2. Planos FantasmasEn esta idea lo que se ha
e es reemplazar elobjeto eliminado por otro que o
upe su lugar en elnodo, es de
ir, el nuevo objeto sería el 
entro delplano y 
onservaría los mismos rangos del elementoeliminado. Como no hay re
ál
ulo de rangos, laestru
tura 
ambiaría de forma a partir de este nodoprodu
iéndose solapamiento (overlap) de los planos,lo 
ual impli
a un nuevo elemento a 
onsiderar en losmétodos de inser
ión y búsqueda.La ele

ión del objeto de rremplazo resultainteresante, esto porque, dependiendo de la ubi
a
ióndel elemento, el árbol puede resultar más o menosafe
tado. La alternativa general es elegir algún dato apartir de este nodo, de esta manera, sólo un subárboles afe
tado y el resto del árbol permane
e inta
to y
onserva absolutamente todas las propiedades de ungnat.Reemplazo por el des
endiente más 
er
ano :Una solu
ión natural es elegir el elemento más
er
ano que sea des
endiente del objetoeliminado, es de
ir, algún elemento dentro de susubárbol. Esta alternativa se representa a travésdel siguiente algoritmo :1. al en
ontrar el dato, se mar
a el nodo y el split
omo afe
tado, 
on el objeto de 
onsiderarlo enlas búsquedas.2. se bus
a el objeto más 
er
ano al dato (entre susdes
endientes)3. se elimina el split de�nitivamente al reemplazarlopor objeto en
ontrado.4. se 
onservan los rangos del 
onjunto del splitoriginal.5. se repite el pro
eso re
ursivamente sobre elsubarbol del dato usado 
omo reemplazo, hastadejar el espa
io eliminado en una hoja.Supongamos que se desea eliminar el objeto S1

2
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3
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SFigura 2: gnat: elimina
ión de un split, vista de unplano fantasma.de la �gura 1, el 
ual es hijo de S y 
entro desu propio plano. Con el algoritmo planteado, seelegiría el elemento señalado 
on la �e
ha en la�gura 2, el más 
er
ano a S1, 
on esto el planosufriría un 
orrimiento 
omo se muestra en la�gura 2. Enton
es llamaremos plano fantasmaa P (S1) antes de su elimina
ión, el 
ual esrepresentado en la misma �gura por líneas no
ontínuas.La ele

ión del más 
er
ano a S1 no garantizaque el plano siga igual, por lo tanto, es posibleque varios puntos queden fuera del plano realformado por el nuevo dato, y otros de planosadya
entes queden dentro.Como el pro
eso es re
ursivo, es muy probableque subplanos interiores sufran el mismo efe
to,y por lo tanto, para una elimina
ión se 
rearíanvarios planos fantasmas dentro de un subárbol.Para visualizar 
omo es afe
tada la estru
turadespues de eliminar un split, 
onsidere la �gura3, la 
ual representa un árbol que no 
ontienedatos eliminados. Esta �gura podría representarel plano indi
ado en la �gura 2 antes de eliminarobjetos.Si el 
entro eliminado es S1, siendo el más
er
ano a él S15, enton
es la estru
tura quedaríasegún se representa en la �gura 4, donde elasteris
o representa la mar
a de afe
tado, tantoen el nodo 
omo en el split. El elemento Sh esel ubi
ado en una hoja que sería el último en
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Figura 3: gnat: Estru
tura original, sin elementoseliminados.
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Figura 4: gnat: Árbol después de la elimina
ión de unSplit, usando planos fantasmas y reemplazo del más
er
ano.moverse.Es importante notar que dada la elimina
iónde un sólo elemento, el árbol se puede verafe
tado en varios planos o subárboles interiores,esto dependiendo de la 
antidad de niveles y laubi
a
ión de los más 
er
anos.Reemplazo por el más 
er
ano en el nodo :Una modi�
a
ión a esto, sería el reemplazodel más 
er
ano, pero dentro de todos lossubárboles que salen del nodo, de esta manera,la superposi
íon de planos sería mínima,sin embargo, esto podría afe
tar además a

subárboles adya
entes, lo que deformaría aúnmás el gnat.Para los dos métodos anteriores, hay que 
onsiderarlos 
ostos adi
ionales por búsqueda del más 
er
ano,además, tomando en 
uenta que si el objeto dereemplazo no está ubi
ado en una hoja, se realizauna nueva búsqueda del más 
er
ano para este últimoobjeto. Este pro
eso es re
ursivo hasta que uno delos objetos de reemplazo esté en una hoja. Estemétodo impli
aría que por 
ada elimina
ión existiríanvarios nodos y split mar
ados 
omo afe
tados, lo queafe
taría en los 
ostos a los metodos de inser
ión ybúsqueda.Es importante señalar, que aunque un nodo se veaafe
tado, no ne
esariamente todos sus subárboles loserán, lo que quiere de
ir que algunos de ellos siguensiendo gnat.Reemplazo por des
endiente hoja : Unater
era alternativa es el reemplazo dire
topor un objeto ubi
ado en alguna hoja del arbol
uya raíz es el elemento a borrar, esto podríao
asionar un solapamiento mayor de los planos,pero 
on la garantía que no hay que ha
erevalua
iones de distan
ia y sólo basta re
orrer elárbol hasta su primera hoja.Otra 
ara
terísti
a importante de esto, es que elmovimiento del objeto no o
asiona overlap enlos subárboles interiores, por lo tanto, se puedede
ir que sólo un nodo y split son afe
tadosy no otros des
endientes, es de
ir, el subárbol
ompleto a partir del elemento borrado siguesiendo un gnat.Para el árbol de la �gura 3, apli
ando estemétodo la estru
tura quedaría 
omo se muestraen la �gura 5, 
onsiderando que la hoja dondese bus
a el reemplazante es la misma que parael primer algoritmo.3.3. Búsquedas después de laelimina
iónPara el algoritmo de planos fantasmas, el de�niruna mar
a de split afe
tado, permite 
onsiderar a estesplit en forma espe
ial en los distintos métodos. Lamar
a alma
ena la distan
ia entre el objeto eliminado
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Figura 5: gnat: Árbol 
on una elimina
ión, usandoplanos fantasmas y reemplazo dire
to de una hoja.y su reemplazante, lo que indi
aría 
uanto se movióel plano.El método de inser
ión, después de elimina
iones,no sufre modi�
a
ión, aunque los nuevos datos seríaninsertados en el plano real y no el fantasma, es de
ir,
omo hijo de un split que realmente existe.3.3.1. Búsquedas por rangoSi se han realizado inser
iones luego deelimina
iones, enton
es durante la búsqueda porrango al llegar a un nodo mar
ado, se debe in
luiren el 
onjunto respuesta el subárbol 
uyo split estámar
ado, de esta manera se in
luyen las posiblesrespuestas que estén tanto en el plano real 
omo enel fantasma. Sin embargo, dentro de los subplanos(o subárboles) de di
ho split, si existe un nodono mar
ado, enton
es en este subplano no haysolapamiento, por lo tanto se apli
a el métodooriginal y se mantiene la e�
ien
ia dentro de estesubárbol.3.3.2. Elimina
ión y búsquedas exa
tasPara una búsqueda exa
ta, luego de elimina
ionese independiente de nuevas inser
iones, el algoritmovaría debido a que es muy fa
tible que al llegar aun nodo afe
tado, el objeto a bus
ar esté en el planofantasma, pero no en el real, es de
ir, que su ubi
a
ióndebería haber estado en algún plano adya
ente.Enton
es, al llegar a un nodo afe
tado, seanalizaron dos alternativas:

1. La primera, es realizar la búsqueda del más
er
ano dentro del nodo, tomando 
omo primersplit, uno no mar
ado.2. La segunda, es pro
eder 
on el algoritmo original,pero agregar a la búsqueda, los subárboles 
uyos
entros están mar
ados.La primera op
ión fue des
artada dado que en labúsqueda por rango, independiente si existen planosfantasmas o gnat reales se 
omporta de la mismamanera y no des
arta subárboles sin mar
a, ademásde las 
onsiguientes evalua
iones de distan
ia.La segunda varia
ión resulta a la vista máse�
iente, dado que se agregan a la búsqueda sóloaquellos subárboles mar
ados, por lo demás, siapare
en nodos no mar
ados, lo que quiere de
ir queno existe overlap, el pro
eso dentro de éstos es dire
to,o sea, el árbol a revisar es aquel 
on la menor distan
iaentre el dato y los splits del nodo.3.3.3. Optimiza
iónSi el grado los nodos del árbol es elevado yexistiesen mu
hos 
entros mar
ados dentro de unnodo, enton
es es posible estar in
luyendo en lasbúsquedas más subárboles de los ne
esarios (todos losmar
ados).Es posible evitar bus
ar en todos los mar
adosusando un fa
tor de in
ertidumbre, es de
ir, si sereemplaza S1 por S, enton
es I = d(S; S1), el 
uales el valor alma
enado en la mar
a de borrado. Porlo tanto, 
ualquier de
isión respe
to de ese subárbolpuede estar erróneo por �I . Por ejemplo, en unabúsqueda exa
ta si d(q; S1) > d(q; S2), se des
artaS1, ahora, si S1 fue eliminado, enton
es igualmentepodemos des
artar S si d(q; S) > d(q; S2) + I .De igual manera en la búsqueda por rango sepuede des
artar un split mar
ado usando el fa
torde in
ertidumbre modi�
ando el algoritmo de lasiguiente manera:8 q 2 P , si [Dist(x; p)� r � I;Dist(x; p) + r + I ℄\range(p;Dq)
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Figura 6: Costos totales de 
onstru

ión para eldi

ionario Español.
0

100000
200000
300000
400000
500000
600000
700000
800000

1 2 3 4 5 6 7 8 9 10

E
va

lu
ac

io
ne

s 
de

 D
is

ta
nc

ia

Porcentaje eliminado de la B. D.

Costo de eliminacion  para n=86061 palabras

Nro. Split : 04
Nro. Split : 08
Nro. Split : 16
Nro. Split : 20

Figura 7: Costos totales de elimina
ión del 10% parael di

ionario Español.4. Resultados experimentales4.1. Elimina
ionesPara los experimentos de elimina
iones, se
onstruyo la estru
tura 
on el 90% de los datos ysobre ella se eliminó el 10 o 40% de los objetos,generados en forma aleatoria y en orden aleatorio.Para la elimina
ión se usa la búsqueda exa
ta, quees igual a los métodos usados para la 
onstru

ión, sein
luye el grá�
o de 
onstru

ión para 
ada uno delos espa
ios a modo de referen
ia (�guras 6 y 9).El método utilizado para la elimina
ión es el dereemplazo por un de
en
iente ubi
ado en una hoja.4.2. BúsquedasPara los experimentos de búsquedas, se reservó un
onjunto del 10% de objetos, el 
ual es el que sebus
ará. Para el 
aso de los di

ionarios, los rangos debúsqueda fueron 1, 2, 3 y 4. Para el 
aso de ve
tores,
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Figura 8: Costos totales de elimina
ión del 40% parael di

ionario Español.
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Figura 9: Costos totales de 
onstru

ión para elespa
io de ve
tores de Gauss de dimensión 10, 90%de objetos.a priori se 
al
uló el rango que re
uperaban el 0.01,0.1 y 1 por 
iento de la base de datos. Para el 
aso debúsquedas 
on elimina
iones, se eliminó el 10 y 40%de la base de datos y se reinsertó la misma 
antidad,sobre esto se realizó la búsqueda del 10% restante.El método de búsqueda utilizado en losexperimentos es el propuesto ini
ialmente en3.3.1.5. Con
lusionesSe ha presentado una versión dinámi
a dela estru
tura gna-tree, la 
ual permite realizarinser
iones y elimina
iones e�
ientemente sin afe
tarla 
alidad de las búsquedas.Tanto los métodos de inser
ión, búsqueda yelimina
ión para las tres varia
iones de planosfantasmas, son los mismos. Es importante desta
arque 
on la op
ión de reemplazo por un objeto ubi
ado
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Figura 10: Costos totales de elimina
ión del 10% parael espa
io de Gauss.
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Figura 11: Costos totales de elimina
ión del 40% parael espa
io de Gauss.en una hoja, la 
antidad de evalua
iones de distan
iase redu
e a uno, la 
ual es para mantener el fa
tor dein
ertidumbre 
omo mar
a de afe
tado, el 
osto extrasólo es el re
orrido del árbol hasta su primera hoja.Respe
to de los experimentos, se puede 
on
luir,
omo era de esperar, que la búsqueda se degradaa aumentar el por
entaje de objetos eliminados, sinembargo, el aumento en las evalua
iones de distan
iarespe
to de la estru
tura sin elimina
iones siguesiendo ade
uado.Las alternativas propuestas también han sidoini
ialmente las más e�
ientes en el trabajo quese realiza en la a
tualidad, que es proveer de unaestru
tura dinámi
a e�
iente que trabaje en memoriase
undaria, aquí también son relevantes junto 
on lasevalua
iones de distan
ia, los a

esos a dis
o y eltamaño de la estru
tura en dis
o.
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Figura 12: Costos de búsqueda para el di

ionarioespañol, sin elimina
iones.
20000
25000
30000
35000
40000
45000
50000
55000
60000
65000
70000

1 2 3 4

E
va

lu
ac

io
ne

s 
de

 D
is

ta
nc

ia

Rango de Busqueda

Costo de Busqueda Promedio con eliminaciones  para n=86061 palabras

Nro. Split : 04
Nro. Split : 08
Nro. Split : 16
Nro. Split : 20

Figura 13: Costos de búsqueda para el di

ionarioespañol, 
on el 10% eliminado y reinsertado.Referen
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Figura 16: Costos de búsqueda para el espa
io deGauss, 
on el 10% eliminado y reinsertado.
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