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lResumen La re
upera
ión de informa
ión geográ�
a 
onstituye un áreade investiga
ión joven, pero que está 
aptando mu
ha aten
ión debido alinterés de los usuarios de repositorios de informa
ión digital en obtenerinforma
ión relevante en el lugar geográ�
o donde se en
uentran o quevan a visitar. El objetivo prin
ipal de di
ha área 
onsiste en re
upe-rar informa
ión relevante no solo en 
uanto a su 
ontenido textual sinotambién en 
uanto a su referente geográ�
o (es de
ir, al lugar al que sere�ere). Para ello una de las tareas fundamentales es la indexa
ión dela informa
ión. La mayoría de las propuestas realizadas hasta la fe
ha
ombinan un índi
e invertido 
on algún índi
e espa
ial.En este artí
ulo presentamos una estru
tura de indexa
ión que no empleaun índi
e invertido para indexar el 
ontenido textual, sino que empleaun array de su�jos. Esto permite dotar a los sistemas de re
upera
ión deinforma
ión geográ�
a de nueva fun
ionalidad. Por ejemplo, no ex
luyelenguajes humanos que no son fá
ilmente separables en palabras, 
omoel 
hino o el 
oreano. Además, 
onstituye una alternativa a la utiliza
iónde un índi
e invertido 
uando la búsqueda de frases es fre
uente.Key words: Re
upera
ión de informa
ión geográ�
a, indexa
ión, arrayde su�jos, R-tree.1. Introdu

iónLa re
upera
ión de informa
ión geográ�
a (GIR) 
onstituye un área de in-vestiga
ión in
ipiente que está 
aptando gran 
antidad de aten
ión dentro delas 
omunidades de sistemas de informa
ión geográ�
a (GIS) y re
upera
ión deinforma
ión (IR). Los estudios sobre la enorme 
antidad de referen
ias geográ-�
as que se en
uentran dentro del texto desestru
turado de bibliote
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y otros repositorios de informa
ión han abierto la puerta a la 
olabora
ión deinvestigadores de GIS 
on la 
omunidad IR. Además, la era de los dispositivosmóviles ha in
rementado drásti
amente el interés de los usuarios de reposito-rios de informa
ión digital a
er
a de informa
ión rela
ionada 
on áreas donde seen
uentran o que van a visitar. Esto no se restringe solo al ejemplo 
lási
o depuntos de interés 
er
a de donde se en
uentra el usuario. Algunos otros ejem-plos pueden ser el amante del misterio que quiere 
omprar on-line libros sobre
asas en
antadas en su zona, o el pre
avido turista que desea 
onsultar en unabibliote
a digital 
atástrofes naturales 
er
a de su posible destino va
a
ional.Una prueba más del interés sus
itado por esta área es el Workshop en re
u-pera
ión de informa
ión geográ�
a [1℄, realizado por primera vez en 2004 y en elque este año se debatieron 
uatro temas fundamentales dentro de la re
upera
iónde informa
ión geográ�
a: de�ni
ión de huellas geográ�
as de do
umentos, in-dexa
ión, elabora
ión de rankings, y estrategias de evalua
ión. En este trabajonos 
entramos en la segunda de ellas: la indexa
ión. En la Se

ión 2 revisamoslas prin
ipales propuestas realizadas para indexar do
umentos tanto textual 
o-mo espa
ialmente. En general, di
has estru
turas 
ombinan un índi
e invertido
on algún índi
e espa
ial (un grid, un R-tree, et
.). Aunque la ele

ión del índi
einvertido está justi�
ada dada su popularidad y demostrada e�
ien
ia, hay 
ier-tos es
enarios donde no ofre
e toda la fun
ionalidad ne
esaria al permitir solobúsqueda de palabras y frases sobre texto en lenguaje natural. Esto ex
luye al-gunos lenguajes humanos, 
omo el 
hino o el 
oreano, y también lenguajes dondelas palabras se 
omponen 
omo aglutina
iones de las partí
ulas de búsqueda, 
o-mo el �nés o el alemán. Desde la 
omunidad de String Pro
essing and PatternMat
hing se han propuesto alternativas e�
ientes para estos es
enarios, siendomu
has de ellas variantes 
omprimidas del 
lási
o array de su�jos.En este artí
ulo exploramos el uso del array de su�jos en sistemas de re
u-pera
ión de informa
ión geográ�
a. Esta propuesta hereda las ventajas del usode arrays de su�jos en re
upera
ión de informa
ión. Es de
ir, es ade
uado paralenguajes que no se pueden separar de manera natural en palabras, puede uti-lizarse en sistemas que requieran la búsqueda de patrones arbitrarios (y no solopalabras o frases) y, en términos de e�
ien
ia, ofre
e una interesante alternativaa los índi
es invertidos para la búsqueda de frases. Además, nuestra propuestaexplota 
iertas 
ara
terísti
as del array de su�jos que ha
en que se pueda 
ombi-nar de manera natural y elegante 
on el R-tree (el índi
e espa
ial más utilizadoen sistemas de informa
ión geográ�
a).2. Trabajo rela
ionadoLas estru
turas de indexa
ión desarrolladas para sistemas GIR deben per-mitir la resolu
ión de 
onsultas que tengan tanto una 
omponente textual 
omouna 
omponente espa
ial. En esta se

ión revisamos algunas de las propuestasrealizadas hasta la fe
ha.El primer proye
to de amplio al
an
e en re
upera
ión de informa
ión geográ-�
a en el que se propusieron estru
turas de indexa
ión fue el proye
to SPIRIT [2℄.



Estas estru
turas se basan en la 
ombina
ión de una estru
tura de grid [3℄ (unode los índi
es espa
iales más sen
illos) 
on un índi
e invertido [4,5℄ (el índi
e tex-tual 
lási
o). Los autores de este trabajo realizaron pruebas 
ombinando el grid yel índi
e invertido en una úni
a estru
tura y también manteniéndolos por separa-do. Su 
on
lusión más importante es que manteniendo ambos índi
es separadosse 
onsigue un menor 
oste de alma
enamiento aunque, por 
ontra, puede im-pli
ar mayores tiempos de respuesta. Además, tener separados los índi
es tieneventajas en 
uanto a la modularidad, y fa
ilidad de implementa
ión y man-tenimiento. Sus resultados también muestran que los métodos propuestos son
apa
es de 
ompetir en términos de velo
idad y 
oste de alma
enamiento 
onestru
turas de indexa
ión textual 
lási
as. Aunque la estru
tura propuesta esmuy sen
illa, y se han propuesto otras que la superan tanto en velo
idad 
omoen 
oste de alma
enamiento, este trabajo es muy relevante ya que ha estable
idouna de las 
ara
terísti
as distintivas de todas las propuestas posteriores. Di
ha
ara
terísti
a estable
e la distin
ión entre estru
turas híbridas, que 
ombinan losíndi
es textual y espa
ial en una úni
a estru
tura, y estru
turas de doble índi
e,que los mantienen por separado.Trabajos más re
ientes, 
omo [6,7℄, des
riben las dos estrategias base dela indexa
ión en sistemas GIR teniendo en 
uenta las propuestas del proye
toSPIRIT. Estas dos propuestas se nombran 
omo Text-First y Geo-First. A nivelgeneral, ambos algoritmos asumen la existen
ia de un índi
e espa
ial y de uníndi
e textual, y emplean la misma estrategia para resolver las 
onsultas: primerose emplea un índi
e para �ltrar los do
umentos (el índi
e textual en el 
aso deText-First y el índi
e espa
ial en el 
aso de Geo-First); el 
onjunto de do
umen-tos resultante se ordena por sus identi�
adores y posteriormente se �ltra usandoel otro índi
e (el índi
e espa
ial en el 
aso de Text-First y el índi
e textual en el
aso de Geo-First). Estos nombres se pueden emplear también para estru
turashíbridas, de tal modo que si la estru
tura emplea primero el índi
e textual esde tipo Text-First, mientras que si emplea primero el índi
e espa
ial es de tipoGeo-First.En [8℄ los autores proponen emplear un índi
e invertido y un R-tree [9℄ (enlugar de la estru
tura grid), y realizan pruebas 
ombinándolos de las tres formasque a
abamos de des
ribir. En sus experimentos 
on
luyen que mantener porseparado los índi
es aumenta los tiempos de 
onsulta (esta misma 
on
lusiónhabía sido obtenida en [2℄) y que sus estru
turas son más e�
ientes que las queemplean la estru
tura de grid.En [7℄, los autores 
omparan tres estru
turas que 
ombinan un índi
e inver-tido 
on la estru
tura grid, 
on el R-tree, y 
on 
urvas de llenado del espa
io[10,11℄. Las 
urvas de llenado del espa
io se basan en el alma
enamiento de losobjetos espa
iales en un orden determinado por la forma de la 
urva de llenado.La 
on
lusión de los autores es que la estru
tura que emplea estas 
urvas dellenado del espa
io mejora el rendimiento de las otras aproxima
iones.Finalmente, en el proye
to STEWARD [12℄, los autores proponen emplearuna estru
tura que mantenga por separado un índi
e invertido y un Quad-tree[13℄. El Quad-tree es una estru
tura similar al grid (ambas son dirigidas por el



espa
io y no por los objetos a indexar), que va dividiendo el espa
io en 
uadranteshasta que los objetos se pueden alma
enar en una página de dis
o. Además, eneste trabajo se propone el empleo de un optimizador de 
onsultas que de
ida siemplear primero el índi
e textual o el índi
e espa
ial en fun
ión de la previsiónde 
uál va a obtener menos resultados. Para poder emplear este optimizadorde 
onsultas el sistema debe alma
enar estadísti
as que permitan realizar laestima
ión del número de do
umentos resultante de una búsqueda de términos
lave parti
ular o de una ventana de 
onsulta espa
ial determinada.En resumen, la mayoría de las estru
turas propuestas hasta la fe
ha 
ombi-nan un índi
e invertido 
on algún índi
e espa
ial. La ele

ión del índi
e invertidoes sensata y está justi�
ada teniendo en 
uenta que su e�
ien
ia ha sido ampli-amente demostrada y que es una de las estru
turas más utilizadas en IR. Sinembargo, 
omo ya men
ionamos en la introdu

ión de este artí
ulo, existen 
ier-tos es
enarios donde no es posible su uso. Las prin
ipales alternativas al índi
einvertido para estos es
enarios, en donde la separa
ión en palabras no es posi-ble, se engloban en lo que se denomina índi
es full-text. Di
hos índi
es permitenla búsqueda e�
iente de 
ualquier patrón arbitrario (y no solo de palabras ofrases) en grandes repositorios de informa
ión. Además, se ha dedi
ado mu
hoesfuerzo a la 
ompresión de los mismos y a
tualmente o
upan tamaño propor-
ional al texto 
omprimido (es de
ir, menos que el texto original) permitiendobúsquedas de 
ualquier patrón arbitrario más rápido que si se realizasen sobreel texto des
omprimido. Estos índi
es que permiten reemplazar el texto (ya quees re
uperable desde el propio índi
e) se han denominado auto-índi
es [14℄.En este trabajo exploramos el uso de arrays de su�jos en sistemas GIR. En
on
reto, 
ombinamos un array de su�jos 
on un R-tree. Dado que estas dosestru
turas 
onstituyen la base de nuestro índi
e, las expli
amos 
on más detalleen la siguiente se

ión.3. Componentes de nuestra propuestaComo a
abamos de men
ionar, los bloques 
onstituyentes de nuestra estru
-tura son el array de su�jos y el R-tree. Para ha
er el artí
ulo auto-
ontenido, enesta se

ión expli
amos ambas estru
turas en más detalle. El le
tor familiariza-do 
on di
has estru
turas puede saltarse esta se

ión ya que no 
ontiene ningúndetalle parti
ular de nuestra aporta
ión. De igual modo, remitimos al le
tor quequiera ampliar informa
ión sobre los arrays de su�jos a [14℄ y sobre el R-treea [15℄.3.1. Arrays de su�josLos índi
es full-text surgen en dominios donde la separa
ión en palabrasno es posible. Esto in
luye, además de los lenguajes humanos ya men
ionados
omo 
hino o 
oreano, otras apli
a
iones 
omo ADN, genes, proteínas, audio,et
. En este 
ontexto, los arrays de su�jos [16℄ apare
ieron en los noventa 
omouna mejora importante sobre los árboles de su�jos [17℄ ya que requieren mu
ho



menos espa
io y mantienen prá
ti
amente la misma fun
ionalidad y e�
ien
ia.Dado un texto T , su array de su�jos SA es una permuta
ión de todos los su�josen orden lexi
ográ�
o. Di
ha permuta
ión requiere n logn bits para un texto de
n 
ara
teres y es muy e�
iente para bus
ar patrones arbitrarios o, di
ho de otromodo, 
ualquier sub
adena del texto. Dado que el SA alma
ena todos los su�josen orden lexi
ográ�
o, es fá
il ver que todos los su�jos pre�jados por un patrón
P se en
uentran 
ontiguos en el SA. Por tanto, si se quieren lo
alizar todaslas o
urren
ias de P en T es su�
iente 
on realizar dos búsquedas binarias paraen
ontrar el ini
io y el �nal del intervalo donde se en
uentran di
has o
urren
ias.Si el largo del patrón esm, en 
ada paso de la búsqueda binaria se pueden realizarhasta m 
ompara
iones y esto resulta en una 
omplejidad de O(m logn) para elalgoritmo de búsqueda.Los SA no son auto-índi
es, es de
ir, no reemplazan el texto sino que son
omplementarios al texto. Además, en la prá
ti
a requieren hasta 
uatro ve
esel tamaño del texto. Esto ha motivado una gran 
antidad de trabajo en lo que sedenominan auto-índi
es 
omprimidos, es de
ir, índi
es que reemplazan el texto(ya que puede ser re
uperado a partir de ellos), o
upan tamaño propor
ional altexto 
omprimido, y resuelven las opera
iones propias de un índi
e full-text demanera e�
iente. El array de su�jos 
omprimido (CSA) [18,19℄ es uno de los auto-índi
es 
omprimidos más populares. Además, en dominios donde la búsquedade patrones arbitrarios no es interesante, existen variantes del CSA orientadasa palabra [20℄ que ofre
en una alternativa interesante a los índi
es invertidosespe
ialmente para búsqueda de frases y 
uando hay po
o espa
io disponiblepara el índi
e. En la Figura 1 mostramos un ejemplo de un array de su�josorientado a palabra. Como paso previo a la 
onstru

ión del array de su�jos se
onstruye un vo
abulario 
on todas las palabras distintas del texto y se 
rea unarray de enteros Tid donde 
ada palabra se reemplaza por su 
orrespondienteposi
ión en el vo
abulario. El SA se 
onstruye sobre este array Tid.En la �gura mostramos también un ejemplo de búsqueda del patrón �elCERI �. El resultado de la misma son las o
urren
ias del patrón en el texto,es de
ir, las posi
iones 1 y 7. Como se puede observar, di
hos valores se en
uen-tran 
onse
utivos en el SA. Insistimos en esta 
ara
terísti
a de que el resultadode la búsqueda es un rango, ya que es 
lave para la 
ombina
ión 
on un R-tree.3.2. R-treeEl R-tree [9℄ es uno de los métodos de a

eso espa
ial más populares y sepuede 
onsiderar un ejemplo paradigmáti
o. Esta estru
tura se basa en un ár-bol balan
eado derivado del B-tree [21℄ que divide el espa
io en re
tángulos de
obertura mínima (MBRs) agrupados jerárqui
amente. El número de nodos hijode 
ada nodo interno varía entre un mínimo y un máximo. El árbol se mantienebalan
eado dividiendo aquellos nodos que tienen un número de des
endientespor en
ima del umbral de 
arga máxima y 
ombinando aquellos otros que tienenun número de des
endientes por debajo del umbral de 
arga mínima. Cada nodohoja tiene aso
iado un MBR que delimita el área del espa
io que 
ubre ese nodo.Además, los nodos internos también alma
enan un MBR que delimita el área que



T = el CERI 2010 fue en Madrid y el CERI 2012 es en Valencia$

1    2010

2    2012

3    CERI

4    el

5    en

6    es

7    fue

8    y

Vocabulario

        1     2            3           4       5      G1              6   7   8             9           10   11    G2                12

Tid =4 3        1       7    5               8  4  3       2       6   5                 0  

Huellas Geográficas
Madrid    (40,-3)

Valencia  (39, 0)

SA= 12  3  9  2  8  1  7  11  5  10  4  6 

Figura 1. Ejemplo de array de su�jos orientado a palabra (WCSA). En esta �guraadelantamos que las referen
ias o huellas geográ�
as re
iben un tratamiento espe
ial,por lo que no se indexan en el array de su�jos SA.
ubren todos sus des
endientes. La des
omposi
ión del espa
io que propor
ionael R-tree es adaptativa (es de
ir, dependiente de la distribu
ión de los objetosgeográ�
os indexados) y puede presentar solapes (es de
ir, los nodos del árbolpueden representar regiones no disjuntas). Aunque no ofre
e garantías teóri
as(en el peor 
aso puede visitar todos los nodos aun 
uando el resultado de la 
on-sulta sea va
ío) ha demostrado ser muy e�
iente en la prá
ti
a y se en
uentradisponible en la mayoría de las extensiones espa
iales para bases de datos. Sobrela propuesta original de Guttman se han ido proponiendo mu
has variantes paramejorar su e�
ien
ia.Aunque el R-tree soporta varias opera
iones, por ejemplo distintas variantesde los ve
inos más 
er
anos, en este trabajo solo explotamos su e�
ien
ia pararesolver 
onsultas de rango. En dos dimensiones, estas 
onsultas se 
orresponden
on re
tángulos y el resultado son todos los objetos geográ�
os que tienen algúnpunto en 
omún 
on el re
tángulo de 
onsulta. Aunque su uso más habitual es
on datos geográ�
os, no debe olvidarse que es un índi
e multidimensional ypresenta una buena es
alabilidad ante el aumento del número de dimensiones.4. Nuestra propuestaEn esta se

ión des
ribimos 
ómo 
ombinar el SA 
on un R-tree. Como seha expli
ado en la se

ión anterior, existen mu
has variantes del SA que ofre
endiferente fun
ionalidad y son ade
uadas para diferentes es
enarios. Todas ellas
omparten la propiedad de que la búsqueda de un patrón resulta en un rangode posi
iones 
onse
utivas en el array de su�jos. Ésta es la úni
a propiedadque asume nuestra estru
tura y, por tanto, puede trabajar 
on 
ualquier SA.La ele

ión del SA depende del dominio donde se vaya a utilizar. Por ejemplo,



se puede emplear 
on un WCSA resultando en una alternativa a la estru
turapresentada en [8℄. En lo su
esivo denotamos 
omo SA 
ualquier array de su�jos.La estru
tura está diseñada para trabajar en sistemas GIR. Por tanto, asum-imos la existen
ia de una etapa anterior a la indexa
ión en la que se anota 
adasu�jo 
on los referentes geográ�
os a los que se re�ere (ver [22℄ para más infor-ma
ión sobre la tarea de geo-referen
ia
ión de topónimos). El 
aso más habitualen sistemas GIR 
onsiste en anotar 
ada do
umento 
on un 
onjunto de objetosgeográ�
os que representan los lugares men
ionados en el texto de di
ho do
-umento. Nuestra estru
tura fun
iona 
on di
ho esquema (todos los su�jos queforman parte de un do
umento heredan su huella geográ�
a), pero no se re-stringe a él. En nuestro sistema se de�ne el 
on
epto de unidad geo-referen
iada
onsistente en un 
onjunto de su�jos 
onse
utivos que 
omparten huella geográ-�
a. Di
has unidades pueden representar do
umentos, pero también párrafos,senten
ias, o in
luso su�jos que se en
uentran a menos de una 
ierta distan
iade la posi
ión en el texto donde se men
iona una referen
ia geográ�
a. Volvien-do sobre el ejemplo ilustrado en la Figura 1, se podría asumir que el texto está
ompuesto de dos unidades geo-referen
iadas: el rango [1 − 5] se 
orresponde
on la huella geográ�
a Madrid y el rango [6− 11] se 
orresponde 
on Valen
ia.Si re�namos la búsqueda del ejemplo 
omo el CERI en {(37,0),(41,2)} (
oorde-nadas de un re
tángulo de 
onsulta que 
ontiene la Comunidad Valen
iana), elresultado ya no serán las posi
iones 1 y 7, sino solo la 7. Este tipo de 
onsultas
onstituyen el objetivo de nuestra estru
tura.Siguiendo la tenden
ia mar
ada en la literatura de índi
es para GIR, pro-ponemos dos formas de 
ombinar las 
omponentes de nuestra estru
tura. Lamás ingenua 
onsiste en una estru
tura de doble índi
e que mantiene el SA y elR-tree por separado. El SA se 
onstruye 
on todos los su�jos del texto y el R-treese 
onstruye 
on todos los referentes geográ�
os (
ada referente geográ�
o alma-
ena 
omo identi�
ador la posi
ión en el SA del su�jo al que se re�ere). En estaestru
tura, el algoritmo de 
onsulta realiza un primer paso en el que se resuelvende manera independiente las 
omponentes textual y espa
ial de la 
onsulta. Elresultado �nal se obtiene en un segundo paso realizando la interse

ión de losresultados par
iales obtenidos en el paso anterior.El problema de esta variante es que la interse

ión que se realiza en el se-gundo paso del algoritmo puede ser muy 
ostosa e ine�
iente. Es de
ir, puedehaber mu
hos 
andidatos resultantes de la búsqueda textual y mu
hos 
andidatosresultantes de la búsqueda espa
ial, pero la interse

ión de las dos listas de 
an-didatos ser va
ía. La idea es alma
enar 
ierta informa
ión extra que permitaa
elerar di
ha interse

ión. En nuestra propuesta aprove
hamos que el R-treees muy e�
iente para resolver búsqueda de rangos y que la búsqueda en un SAresulta en un rango. Esto nos permite 
ombinar ambas estru
turas de maneranatural y elegante. El SA se mantiene igual que en la variante anterior. Por suparte, el R-tree pasa de ser bidimensional a ser tridimensional. Como ter
eradimensión se emplea la posi
ión en el SA. Es de
ir, por 
ada objeto geográ�
oque 
ontenía el R-tree en la variante anterior, se 
onstruye un objeto tridimen-sional 
on las 
oordenadas originales en las dos primeras dimensiones más una



ter
era dimensión que es la posi
ión en el SA que o
upa el su�jo que tiene 
omohuella geográ�
a di
ho objeto. La Figura 2 muestra un ejemplo de este pro
eso.En ella, los ejes X e Y representan el espa
io geográ�
o original (es de
ir, elespa
io al que son tradu
idas las huellas geográ�
as de los su�jos) y el eje Z rep-resenta la posi
ión del su�jo en el SA. Debe a
lararse que el R-tree es un índi
emultidimensional, por lo que no es ne
esario ningún 
ambio sobre el mismo. Porel mismo motivo, si se desea extender esta estru
tura para soportar búsquedasespa
io-temporales en GIR, la extensión es igual de natural. Además, el R-treesoporta la inser
ión tanto de puntos, que dan lugar a puntos tridimensionales(d, e y f en la �gura), 
omo de re
tángulos, que dan lugar a 
ajas planas ore
tángulos que varían su posi
ión en la ter
era dimensión (a, b, y c).

Figura 2. Ejemplo de proye

ión del rango resultante de una búsqueda textual en elSA a una 
onsulta tridimensional q en el espa
io indexado por el R-tree.El algoritmo de búsqueda realiza en primer lugar una búsqueda textual enel SA, obteniendo 
omo resultado un rango. En segundo lugar, se 
onstruyeuna 
onsulta tridimensional 
on la parte espa
ial de la 
onsulta original másel rango obtenido en el paso anterior (ver Figura 2). Finalmente, se resuelvedi
ha 
onsulta tridimensional en el R-tree obteniendo el resultado de la 
onsultaespa
io-textual.Dado que nuestra estru
tura es una generaliza
ión del array de su�jos, ob-tiene 
omo resultado una lista de o
urren
ias. Es de
ir, dada una 
onsulta, laestru
tura reporta las posi
iones del texto donde apare
e el patrón bus
ado yque tienen una huella geográ�
a que tiene una interse

ión no va
ía 
on la 
on-sulta espa
ial. Di
has posi
iones serán de 
ara
ter o de palabra según lo sea elarray de su�jos empleado. Este estándar de fa
to en la 
omunidad de patternmat
hing puede resultar 
ho
ante para el le
tor familiarizado 
on la re
upera
iónde informa
ión más tradi
ional donde el resultado más 
omún es una lista dedo
umentos. Nos gustaría remar
ar que en los últimos años se ha dedi
ado mu-
ho esfuerzo a adaptar los arrays de su�jos (y otros índi
es full-text) a esteestándar [23,24℄. Bási
amente se guarda 
ierta informa
ión adi
ional en paralelo




on el índi
e textual que indi
a para 
ada posi
ión a qué do
umento pertene
e.Una vez solu
ionada la búsqueda textual el problema se redu
e a reportar losidenti�
adores diferentes que 
aen dentro del rango. Adaptar di
has estru
turasa nuestro índi
e no es inmediato ya que el resultado �nal de la estru
tura yano es un rango. Dejamos 
omo línea abierta el explorar el poten
ial de nuestrapropuesta para realizar listado de do
umentos en lugar de listado de o
urren
ias.5. ExperimentosEn esta se

ión presentamos algunos experimentos realizados para 
omprobarel rendimiento de nuestra propuesta. Estos resultados preliminares no tratan deser exhaustivos, sino una prueba de 
on
epto que muestre la apli
abilidad denuestra solu
ión. Todos los experimentos presentados aquí se realizaron en unamáquina Intel Core i3 M330�2.13GHz, 
on 4GB de memoria RAM y sistemaoperativo Ubuntu (kernel 2.6.32-39). El 
ódigo en C se 
ompiló 
on g

 versión4.4.3 empleando las dire
tivas de 
ompila
ión -m32 -O3.El 
onjunto de datos utilizado para las pruebas 
orresponde a los experimen-tos para re
ono
imiento de nombres de lugar en CoNLL y pertene
e al ReutersCorpora [25℄. En 
on
reto se emplearon los �
heros en inglés etiquetados y revisa-dos a mano. En total la 
ole

ión se 
ompone de 1.393 do
umentos. El número desu�jos es 1.089.032 y el número de referen
ias geográ�
as lo
alizadas es 10.599(una media de 7 por do
umento).Para la implementa
ión de nuestra estru
tura empleamos 
omo array de su-�jos un WCSA. En 
on
reto, empleamos la implementa
ión que se presentaen [20℄. En 
uanto al R-tree, empleamos la implementa
ión de Marios Had-jieleftheriou que está disponible en [26℄.En nuestros experimentos 
omparamos la variante de doble índi
e de nuestrapropuesta (es de
ir, la que mantiene el array de su�jos y el R-tree por sepa-rado) 
on la variante híbrida (es de
ir, la que emplea un R-tree tridimensionalutilizando 
omo ter
era dimensión la posi
ión en el array de su�jos). Las 
onsul-tas realizadas se 
omponen de una parte textual y una parte espa
ial. La partetextual está formada por patrones 
ompuestos por una palabra (dado que uti-lizamos un array de su�jos orientado a palabra). En 
uanto a la parte espa
ial,se 
rearon ventanas de 
onsulta re
tangulares 
uyo tamaño representa el 1% delárea 
ubierta por las huellas geográ�
as de los do
umentos. La tabla 1 muestralos resultados de este experimento. En la primera 
olumna se muestra el espa
ioque ne
esita 
ada variante y las dos 
olumnas restantes se 
orresponden 
on dis-tintos tipos de 
onsulta: 
ontar el número de o
urren
ias y mostrar un fragmentode texto en torno a di
has o
urren
ias, respe
tivamente. Las varia
iones en es-ta última 
olumna son mínimas ya que solo 
onsidera el tiempo para mostrarlas o
urren
ias una vez lo
alizadas por lo que, en teoría, el tiempo esperadoes el mismo y las varia
iones en la prá
ti
a se deben úni
amente al pro
eso demedi
ión de tiempos.Estos resultados 
on
uerdan 
on las 
on
lusiones previas obtenidas por Vaidet al. [2℄ y Zhou et al. [8℄: la estru
tura de doble índi
e requiere menos espa
io



Espa
io (MB) Cont. (ms/o

.) Most. (ms/
ará
ter)Doble índi
e 158 5,03 0,00101Híbrida 181 0,005 0,00099Tabla 1. Compara
ión de las variantes de doble índi
e e híbrida.que la estru
tura híbrida, pero la e�
ien
ia de la segunda es mu
ho mayor. Esteresultado es fá
ilmente expli
able ya que se puede interpretar que la estru
turahíbrida está alma
enando informa
ión adi
ional para evitar el tener que realizarla interse

ión de resultados par
iales. Sin embargo, nuestra estru
tura tieneuna pe
uliaridad 
on respe
to a las anteriores que ha
e que se pueda optimizardrásti
amente el 
omportamiento de la estru
tura de doble índi
e. La 
lave esobservar que en la estru
tura de doble índi
e se están insertando mu
hos objetosgeográ�
os repetidos que tan solo se diferen
ian en el identi�
ador (es de
ir, enel su�jo que representan). Por tanto, es posible realizar un prepro
esado de losdatos e insertar 
ada objeto geográ�
o una úni
a vez, alma
enando externamentepara 
ada objeto geográ�
o una lista de los su�jos 
on los que se aso
ia. Con estaoptimiza
ión se 
onsigue redu
ir el tamaño del índi
e a po
o más de 6MB 
onun tiempo de 
onsulta de 0,27ms/o

. Observamos también que para 
onsultasespa
iales más sele
tivas (es de
ir, re
tángulos de 
onsulta más pequeños) laestru
tura de doble índi
e optimizada llega a ser más e�
iente que la híbrida.Por ejemplo, repitiendo el mismo experimento 
on 
onsultas que representan el0,01% del espa
io la estru
tura de doble índi
e tarda 0,54ms/o

 frente a los1,34ms/o

 de la estru
tura híbrida.Es fá
il de ver que la misma optimiza
ión no se puede realizar de maneratrivial en la estru
tura híbrida ya que 
ada objeto geográ�
o no tiene por qué
orresponderse 
on un rango 
ontiguo de su�jos en el array de su�jos (re
ordemosque el array de su�jos es una permuta
ión del texto original). Sin embargo,es posible que existan rangos en el array de su�jos que 
ompartan la mismahuella geográ�
a. Por ejemplo, en un array de su�jos orientado a palabra ydonde el texto proviene de diferentes do
umentos, es probable que existan 
iertas
onstru

iones sintá
ti
as que se repitan dentro del mismo do
umento pero queno aparez
an en los otros. Di
has 
onstru

iones formarán rangos 
onse
utivos enel array de su�jos. Dejamos 
omo línea de trabajo futuro el explorar la redu

ióndel tamaño de la estru
tura híbrida teniendo en 
uenta estas regularidades.A 
ontinua
ión estudiamos en más detalle los tiempos de 
onsulta 
uandovariamos la sele
tividad de la parte espa
ial de las 
onsultas (Figura 3(a)) y
uando variamos el número de palabras que 
omponen el patrón de la partetextual (Figura 3(b)). La estru
tura Doble-índi
e (P), se 
orresponde 
on laoptimiza
ión de la estru
tura de doble índi
e que a
abamos de expli
ar.A la vista de estos resultados la in�uen
ia de ambos parámetros en el tiempode 
onsulta no pare
e muy importante. Sin embargo, debe tenerse en 
uenta quelos tiempos mostrados son en milisegundos por o
urren
ia y, por tanto, 
onsultasque devuelven más resultados 
ompensan en 
ierto modo el tardar más tiempoen 
ompletarse.
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(b) Componente textual.Figura 3. In�uen
ia de las 
omponentes espa
ial y textual en el tiempo de 
onsulta.6. Con
lusiones y trabajo futuroEn este artí
ulo proponemos el uso de arrays de su�jos para indexar la 
om-ponente textual en estru
turas de indexa
ión para re
upera
ión de informa
ióngeográ�
a (a diferen
ia de trabajos previos que emplean índi
es invertidos). Lasventajas de nuestra propuesta son similares a las del uso de arrays de su�josen re
upera
ión de informa
ión. Es de
ir, es ade
uado para lenguajes que nose pueden separar de manera natural en palabras, puede utilizarse en sistemasque requieran la búsqueda de patrones arbitrarios (y no solo palabras o frases),y ofre
e una interesante alternativa a los índi
es invertidos sobre todo para labúsqueda de frases.La estru
tura que presentamos obtiene 
omo resultado las posi
iones del pa-trón bus
ado en el texto (esto atiende a un modelo habitual para la 
omunidadde String pro
essing and pattern mat
hing). Una primera línea de trabajo fu-turo 
onsiste en la adapta
ión de la misma al modelo habitual en re
upera
iónde informa
ión (es de
ir, obtener 
omo resultado los identi�
adores de los do
u-mentos relevantes para la 
onsulta). Aunque existen algunos trabajos [23,24℄ quepermiten ha
er esto 
on arrays de su�jos, su adapta
ión a nuestra estru
tura noes inmediata ya que el resultado �nal de la misma deja de ser un rango 
ontiguodel array de su�jos. La adapta
ión al modelo de IR 
onstituye un paso previo arealizar una 
ompara
ión justa 
on la estru
tura de Zhou et al. [8℄ que emplea uníndi
e invertido y un R-tree. Finalmente, otra línea de trabajo futuro 
onsiste enredu
ir el tamaño de la estru
tura híbrida. La idea 
onsiste en emplear 
iertasregularidades existentes en el array de su�jos para redu
ir el número de obje-tos tridimensionales a insertar en el R-tree (ya que es probable que posi
iones
onse
utivas del array de su�jos 
ompartan la misma huella geográ�
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