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Two decades ago, a breakthrough in indexing string collections made it possible to represent them within their compressed space while at the same time offering indexed search functionalities. As this new technology permeated through applications like bioinformatics, the string collections experienced a growth that outperforms Moore’s Law and challenges our ability of handling them even in compressed form. It turns out, fortunately, that many of these rapidly growing string collections are highly repetitive, so that their information content is orders of magnitude lower than their plain size. The statistical compression methods used for classical collections, however, are blind to this repetitiveness, and therefore a new set of techniques has been developed in order to properly exploit it. The resulting indexes form a new generation of data structures able to handle the huge repetitive string collections that we are facing. In this survey, formed by two parts, we cover the algorithmic developments that have led to these data structures.

In this second part, we describe the fundamental algorithmic ideas and data structures that form the base of all the existing indexes, and the various concrete structures that have been proposed, comparing them both in theoretical and practical aspects, and uncovering some new combinations. We conclude with the current challenges in this fascinating field.
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1. INTRODUCTION

This is the second part of a survey on how to index string collections that are highly repetitive, that is, where most documents can be obtained from chunks of other documents plus a comparatively small amount of new material. In the first part [Navarro 2020, Sec. 1–4], we argued for the importance of this field of study and for the need to separate the concept of data size from its actual information content in order to handle the sharp growth of the data in many fields. The idea is to define suitable measures of the repetitiveness of the data, which appropriately describe its information content, and to design data representations that fit in space proportional to that information content, rather than to the sheer data size. We gave examples suggesting that 100-fold space reductions could be achieved on various actual repetitive collections like Wikipedia, GitHub, and genome repositories.

We also discussed the need to go beyond mere compression if we want to work within compressed space. We need compressed data structures that allow us not only to directly access the data without decompressing it, but also to perform sophisticated queries on it. Compressed text indexing, the topic of this second part of the survey, is one of the most mature applications of those compressed data structures. An index represents a collection of strings in a compressed format that allows fast pattern matching on it, that is, find all the places where a given short query string appears in the collection. Indexed pattern matching is at the core of areas like Information Retrieval [Büttcher et al. 2010; Baeza-Yates and Ribeiro-Neto 2011], Data Mining [Liu 2007; Linstead et al. 2009; Silvestri 2010], Bioinformatics [Gusfield 1997; Ohlebusch 2013; Mäkinen et al. 2015], Multimedia Retrieval [Typke et al. 2005; Su et al. 2010], and others.

The need of compressed data structures for pattern matching was recognized a couple of decades ago [Ferragina and Manzini 2000; Grossi and Vitter 2000], and there are nowadays mature and successful indexes [Navarro and Mäkinen 2007; Grossi 2011] that have made their way to applications; see for example bioinformatic software like Bowtie\(^1\), BWA\(^2\), or Soap2\(^3\). These indexes, however, build on statistical compression which, as we show in the first part of the survey, does not exploit the high degree of repetitiveness that arises in many applications.

This challenge was explicitly recognized almost a decade later [Sirén et al. 2008], in the same bioinformatic context. After about another decade, the specific challenges of text indexing on highly repetitive string collections have become apparent, but also there has been significant progress and important results have been reached.

Our aim in this second part of the survey is to give an exhaustive, yet friendly, coverage of the discoveries in the area of compressed text indexes for highly repetitive text collections. We build on the repetitiveness measures and access methods covered in the first part, which we summarize in Section 2, together with some notation remarks and basic concepts. The indexes are divided into those that build on “parsings” (i.e., partitions) of the string induced by the repetitiveness measures, in Section 3, and those that build on string suffixes, in Section 4. Finally, Section 5 discusses some open challenges in this fascinating area.

\(^1\)http://bowtie-bio.sourceforge.net
\(^2\)http://bio-bwa.sourceforge.net
\(^3\)http://soap.genomics.org.cn
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further and assume that $P$ comes packed into $O(m / \log \sigma n)$ consecutive machine words, in which case the RAM-optimal time is $O(m / \log \sigma n + \text{occ})$.

In general we will handle a collection of $\$-$terminated strings, $S_1, \ldots, S_d$, but we model the collection by concatenating the strings into a single one, $S[1..n] = S_1 \cdots S_d$, and doing pattern matching on $S$.

2.3 Classic Text Indexes

Suffix trees, suffix arrays, and CDAWG's are the most classical pattern matching indexes. The suffix tree [Weiner 1973; McCreight 1976; Apostolico 1985] is a trie (or digital tree) containing all the suffixes of $S$. That is, every suffix of $S$ labels a single root-to-leaf path in the suffix tree, and no node has two distinct children labeled by the same symbol. Further, the unary paths (i.e., paths of nodes with a single child) are compressed into single edges labeled by the concatenation of the contracted edge symbols. Every internal node in the suffix tree corresponds to a substring of $S$ that appears more than once, and every leaf corresponds to a suffix. The leaves of the suffix tree indicate the position of $S$ where their corresponding suffixes start. Since there are $n$ suffixes in $S$, there are $n$ leaves in the suffix tree, and since there are no nodes with a single child, it has less than $n$ internal nodes. The suffix tree can then be represented within $O(n)$ space, for example by representing every string labeling edges with a couple of pointers to an occurrence of the label in $S$. The suffix tree can also be built in linear (i.e., $O(n)$) time [Weiner 1973; McCreight 1976; Ukkonen 1995; Farach-Colton et al. 2000].

The suffix tree is a very popular data structure in stringology and bioinformatics [Apostolico 1985; Crochemore and Rytter 2002; Gusfield 1997], supporting a large number of complex searches (by using extra information, such as suffix links, that we omit here). The most basic search is pattern matching: since all the occurrences of $P$ in $S$ are prefixes of suffixes of $S$, we find them all by descending from the root following the successive symbols of $P$. If at some point we cannot descend by some $P[i]$, then $P$ does not occur in $S$. Otherwise, we exhaust the symbols of $P$ at some suffix tree node $v$ or in the middle of some edge leading to $v$. We then say that $v$ is the locus of $P$: every leaf descending from $v$ is a suffix starting with $P$. If the children $v_1, \ldots, v_k$ of every suffix tree node $v$ are stored with perfect hashing (the keys being the first symbols of the strings labeling the edges $(v, v_i)$), then we reach the locus node in time $O(m)$. Further, since the suffix tree has no unary paths, the occ leaves with the occurrences of $P$ are traversed from $v$ in time $O(\text{occ})$. In total, the suffix tree supports pattern matching in optimal time $O(m + \text{occ})$. With more sophisticated structures, it supports RAM-optimal time search, $O(m / \log \sigma n + \text{occ})$ [Navarro and Nekrich 2017].

A convenient way to regard the suffix tree is as the Patricia tree [Morrison 1968] of all the suffixes of $S$. The Patricia tree, also known as blind trie [Ferragina and Grossi 1999] (their technical differences are not important here) is a trie where we compact the unary paths and retain only the first symbol and the length of the string labeling each edge. In this case we use the first symbols to choose the appropriate child, and simply trust that the omitted symbols match $P$. When arriving at the potential locus $v$ of $P$, we jump to any leaf, where a potential occurrence $S[i..i+m-1]$ of $P$ is pointed, and compare $P$ with $S[i..i+m-1]$. If they match, then $v$ is the correct locus of $P$ and all its leaves match $P$; otherwise
P does not occur in $S$. A pointer from each node $v$ to a leaf descending from it is needed in order to maintain the verification within the optimal search time.

The suffix array [Manber and Myers 1993] of $S[1..n]$ is the array $A[1..n]$ of the positions of the suffixes of $S$ in lexicographic order. If the children of the suffix tree nodes are lexicographically ordered by their first symbol, then the suffix array corresponds to the leaves of the suffix tree. The suffix array can be built directly, without building the suffix tree, in linear time [Kim et al. 2005; Ko and Aluru 2005; Kärkkäinen et al. 2006].

All the suffixes starting with $P$ form a range in the suffix array $A[sp..ep]$. We can find the range with binary search in time $O(m \log n)$, by comparing $P$ with the strings $S[A[i]..A[i] + m - 1]$, so as to find the smallest and largest suffixes that start with $P$. The search time can be reduced to $O(m + \log n)$ by using further data structures [Manber and Myers 1993].

The CDAWG (Compact Deterministic Acyclic Word Graph) [Blumer et al. 1987] is obtained by merging all the identical subtrees of the suffix tree. The suffix trees of repetitive strings tend to have large isomorphic subtrees, which yields small CDAWGs. Every suffix of $S$ corresponds to a distinct path from the root to the final node, and thus the search process is similar to that on suffix trees. Once the locus of $P$ is found, each distinct path from it to the final node corresponds to an occurrence of $P$ in $S$.

Example: Figure 1 (modified from Part I) shows the suffix tree, suffix array, and CDAWG of the string $S = \text{alabaralabarda}$. The search for $P = \text{lab}$ in the suffix tree leads to the grayed locus node: the search in fact falls in the middle of the edge from the parent to the locus node. The two leaves descending from the locus contain the positions 2 and 10, which is where $P$ occurs in $S$. In the suffix array, we find with binary search the interval $A[13..14]$, where the answers lie. In the CDAWG, each path from the (grayed) locus to the final node corresponds to an occurrence.

2.4 Karp-Rabin Fingerprints

Karp and Rabin [1987] proposed a technique to compute a signature or fingerprint of a string via hashing, in a way that enables (non-indexed) string matching in $O(n)$ average time. The signature $\kappa(Q)$ of a string $Q[1..q]$ is defined as

$$\kappa(Q) = \left(\sum_{i=1}^{q} Q[i] \cdot b^{i-1}\right) \mod p,$$

where $b$ is an integer and $p$ a prime number. It is easy to maintain $\kappa(Q)$ in constant time upon symbol additions/removals at the front/rear of $Q$. Therefore, we can compute the signatures for all the prefixes or suffixes of $Q$ in time $O(q)$.

By appropriately choosing $b$ and $p$, the probability of two substrings having the same fingerprint is very low. Further, in $O(n \log n)$ expected time, we can find a function $\kappa$ that ensures that no two different substrings of $S[1..n]$ have the same fingerprint [Bille et al. 2014]: they build fingerprints $\kappa'$ that are collision-free only over substrings of lengths that are powers of two, and then define $\kappa(Q) = (\kappa'(Q[1..2^{\lfloor \log_2 q \rfloor}]), \kappa'(Q[q - 2^{\lfloor \log_2 q \rfloor} + 1..q]))$. 

2.5 Measures of Repetitiveness and Access Methods

Table 1 recalls the repetitiveness measures covered in Part I of this survey [Navarro 2020, Sec. 1–4], and Figure 2 (copied from Part I) summarizes their relations, as well as the ability to compress, provide direct access, and provide indexed searches within those spaces. It typically holds in practice that $b < z \approx v < g < r < e$, where “$<$” denotes a clear difference in magnitude.

In Part I we also give the complexities within which we can extract an arbitrary substring of length $\ell$, and compute the Karp-Rabin signature of such a substring. The following space/time tradeoffs are obtained:

(1) Using grammars, within $O(g+1)$ space:
   - $O(\ell/\log_\sigma n + \log n)$ time for extraction.
   - $O(\log n)$ time for computing a signature.
   - Real-time extraction of nonterminal prefixes or suffixes (i.e., $O(1)$ time for each new symbol extracted).

(2) Using block trees, within $O(\delta \log(n/\delta))$ space:
<table>
<thead>
<tr>
<th>Measure</th>
<th>Meaning</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$</td>
<td>Number of phrases in the Lempel-Ziv parse of the string</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>$z_{no}$</td>
<td>Like $z$, but sources and phrases cannot overlap</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>$b$</td>
<td>Number of phrases in the smallest bidirectional macro scheme</td>
<td>NP-hard</td>
</tr>
<tr>
<td>$g$</td>
<td>Size of the smallest context-free grammar generating the string</td>
<td>NP-hard</td>
</tr>
<tr>
<td>$g_{rl}$</td>
<td>Like $g$, but run-length rules are permitted</td>
<td>NP-hard</td>
</tr>
<tr>
<td>$c$</td>
<td>Size of the smallest collage system generating the string</td>
<td>Unknown</td>
</tr>
<tr>
<td>$r$</td>
<td>Number of runs in the Burrows-Wheeler Transform of the string</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>$v$</td>
<td>Number of phrases in the lex-parse of the string</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>$e$</td>
<td>Number of nodes plus edges of the CDAWG of the string</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Minimum size of an attractor for the string</td>
<td>NP-hard</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Maximum $S(k)/k$, where $S$ contains $S(k)$ distinct $k$-grams</td>
<td>$O(n)$</td>
</tr>
</tbody>
</table>

Table 1. The measures of repetitiveness covered in Part I, and their construction cost. The NP-hard measures are all $O(\log n)$-approximable in $O(n)$ time.

Fig. 2. Relations between the compressibility measures. A solid arrow from $X$ to $Y$ means that $X = O(Y)$ for all string families. For all solid and dotted arrows, there are string families where $X = o(Y)$, with the exceptions of $\gamma \rightarrow b$ and $c \rightarrow z$. Grayed measures $X$ mean that we can encode every string in $O(X)$ space; darker gray means that we can also provide efficient access and indexed searches within $O(X)$ space; for $r$ we can only provide indexed searches.

- $O((1 + \ell/\log \sigma n) \log(n/z))$ time for extraction.
- $O(\log(n/z))$ time for computing a signature.

(3) Using bookmarking, with $O((p + \gamma) \log \log n)$ extra space, over any parse of $p$ phrases:
- $O(\ell + \log n)$ time for extracting a phrase prefix or suffix.
- $O(\log \ell)$ time for computing the signature of a phrase prefix or suffix.

To follow the next sections in a self-contained form, we recall that measures $z$, $z_{no}$, $b$, $r$, and $v$ define, or at least induce, a parse of $S$ into pieces.

**Example:** To define $z$ via the Lempel-Ziv parse, each piece is the longest prefix of the rest of the string that appears earlier in $S$, or it is an explicit symbol if it appears for the first time. The left of Figure 3 (copied from Part I) shows how the string $S = \text{alabaralabard}$ is parsed into $z = 11$ phrases, $a||a|b|a|r|a|l|a|b|a|r|d|a|$.

Grammar-based methods, which are used to define the measures $g$ and $g_{rl}$, define a parse tree on top of $S$, which starts with the initial symbol at the root and ends with the terminals that spell out $S$ at the leaves. The grammar tree is defined by pruning all but one occurrence of each distinct nonterminal from the parse tree, and it has $g + 1$ or $g_{rl} + 1$ nodes. The segments of $S$ covered by the leaves of the grammar tree also induce a parse on $S$, of size at most $g$ or $g_{rl}$.
Fig. 3. On the left, the Lempel-Ziv parse of $S = \text{alabaralabalabarda}$$. Each phrase is either an underlined string, which appears before, or a boxed symbol. The arrows go from each underlined string to some of its occurrences to the left (its source, which is underlined with a dashed line). On the right, a block tree on the same string, which can be seen as a restricted Lempel-Ziv parse.

Fig. 4. A context-free grammar generating the string $S = \text{alabaralabalabarda}$$. The rules of the grammar are on the bottom. On the top we show the parse tree (left) and a grammar tree (right), emphasizing the parsing it induces on $S$ with the phrases underlined.

**Example:** Figure 4 (modified from Part I) shows a context-free grammar that generates only the string $S = \text{alabaralabalabarda}$$. The grammar has three rules, $A \rightarrow \text{a l}$, $B \rightarrow \text{A abar}$, and the initial rule $C \rightarrow \text{B A B d a}$$. The sum of the lengths of the right-hands of the rules is 13, the grammar size. On the right, a grammar tree is of size $13 + 1 = 14$, whose leaves induce a parsing of $S$ of size $11 \leq 13$.

In turn, block trees can be seen as restrictions of parses where, at each level, the string is partitioned into blocks of a certain length and whole blocks $S_v$ that appear elsewhere are replaced by a pointer inside a couple of consecutive blocks, $S_{v_1} \cdot S_{v_2}$, at the same level. The replaced blocks become the leaves of the block tree, and those leaves also induce a partition of $S$.

**Example:** The right part of Figure 3 (copied from Part I) shows a block tree for $S = \text{alabaralabalabarda}$$, which induces the partition $S = \text{a} | \text{a} | \text{b} | \text{a} | \text{r} | \text{a} | \text{a} | \text{b} | \text{a} | \text{r} | \text{a} | \text{d} | \text{a}$$. 

Bookmarking [Gagie et al. 2012] combines grammars with Lempel-Ziv parsing in order to speed up string extraction over (Lempel-Ziv) phrase prefixes and suffixes. The result extends to fingerprinting Gagie et al. [2014]. The concepts are presented in Part I [Navarro 2020, Sec. 4.3] in simplified form and on attractors: Assume we have split $S$ somehow into $p$ phrases, and let there be an attractor on $S$, of size $\gamma$. To improve the extraction time from $O(\ell + \log n)$ to $O(\ell)$, we create a new string $S'$ with the contexts of length $\log n$ centered around each attractor position. A particular type of run-length grammar built on $S'$ then offers the described space.
and time complexities for extraction and fingerprint calculation.

Finally, the Burrows-Wheeler Transform (BWT) of $S[1..n]$ is another string $S_{\text{bwt}}[1..n]$ where the symbols of $S$ are permuted: $S_{\text{bwt}}[i] = S[A[i] - 1]$, where $A$ is the suffix array of $S$ and we assume $S[0] = S[n]$. Measure $r$ is the number of equal-symbol runs in $S_{\text{bwt}}$.

Example: The BWT of $S = \text{alabaralabalabarda}$ is $S_{\text{bwt}} = \text{adllrlrbbaaraaaa}$, as shown in Figure 5 (modified from Part I). It has $r = 10$ runs.

3. PARSING-BASED INDEXING

In this section we describe a common technique underlying a large class of indexes for repetitive string collections. The key idea, already devised by Kärkkäinen and Ukkonen [1996], builds on the parsing induced by a compression method, which divides $S[1..n]$ into $p$ phrases, $S = S_1 \cdots S_p$. The parsing is used to classify the occurrences of any pattern $P[1..m]$ into two types:

—The primary occurrences are those that cross a phrase boundary.
—The secondary occurrences are those contained in a single phrase.

The main idea of parsing-based indexes is to first detect the primary occurrences with a structure using $O(p)$ space, and then obtain the secondary ones from those, also using $O(p)$ space. The key property that the parsing must hold is that it must allow finding the secondary occurrences from the primary ones within $O(p)$ space.

3.1 Geometric Structure to Track Primary Occurrences

Every primary occurrence of $P$ in $S$ can be uniquely described by $(i, j)$, indicating:
The leftmost phrase $S_i$ it intersects.
(2) The position $j$ of $P$ that aligns at the end of that phrase.

A primary occurrence $\langle i, j \rangle$ then implies that

$- P[1 \ldots j]$ is a suffix of $S_i$, and

$- P[j + 1 \ldots m]$ is a prefix of $S_{i+1} \cdots S_p$.

The idea is then to create two sets of strings:

$- \mathcal{X}$ is the set of all the reversed phrase contents, $X_i = S_i^{rev}$, for $1 \leq i < p$, and

$- \mathcal{Y}$ is the set of all the suffixes $Y_i = S_{i+1} \cdots S_p$, for $1 \leq i < p$.

If, for a given $j$, $P[1\ldots j]^{rev}$ is a prefix of $X_i$ (i.e., $P[1\ldots j]$ is a suffix of $S_i$) and $P[j + 1 \ldots m]$ is a prefix of $Y_i$, then $\langle i, j \rangle$ is a primary occurrence of $P$ in $S$. To find them all, we lexicographically sort the strings in $\mathcal{X}$ and $\mathcal{Y}$, and set up a bidimensional grid of size $p \times p$. The grid has exactly $p$ points, one per row and per column: if, for some $i$, the $x$th element of $\mathcal{X}$ in lexicographic order is $X_i$, and the $y$th element of $\mathcal{Y}$ in lexicographic order is $Y_i$, then there is a point at $(x, y)$ in the grid, which we label $i$.

The primary occurrences of $P$ are then found with the following procedure:

For each $1 \leq j < m$

1. Find the lexicographic range $[s_z, e_z]$ of $P[1\ldots j]^{rev}$ in $\mathcal{X}$.
2. Find the lexicographic range $[s_y, e_y]$ of $P[j + 1 \ldots m]$ in $\mathcal{Y}$.
3. Retrieve all the grid points $(x, y) \in [s_z, e_z] \times [s_y, e_y]$.
4. For each retrieved point $(x, y)$ labeled $i$, report the primary occurrence $\langle i, j \rangle$.

It is then sufficient to associate the end position $p(i) = |S_1 \cdots S_i|$ with each phrase $S_i$, to know that the primary occurrence $\langle i, j \rangle$ must be reported at position $S[p(i) - j + 1 \ldots p(i) - j + m]$. Or we can simply store $p(i)$ instead of $i$ in the grid.

Example: Figure 6 shows the grid built on a parsing of $S =$ alabaralalabarda$. Every reversed phrase appears on top, as an $x$-coordinate, and every suffix appears on the right, as a $y$-coordinate. Both sets of strings are lexicographically sorted and the points in the grid connect phrases ($x$) with their following suffix ($y$). Instead of points we draw the label, which is the number of the phrase in the $x$-coordinate.

A search for $P = la$ finds its primary occurrences by searching $\mathcal{X}$ for $P[1]^{rev} = 1$, which yields the range $[x_s, x_e] = [7, 8]$, and searching $\mathcal{Y}$ for $P[2] = a$, which gives the range $[y_s, y_e] = [2, 6]$. The search for the (grayed) zone $[7, 8] \times [2, 6]$ returns two points, with labels 2 and 7, meaning that $P[1]$ aligns at the end of those phrase numbers, precisely at positions $S[2]$ and $S[8]$.

Note that, by definition, there are no primary occurrences when $|P| = 1$. Still, it will be convenient to find all the occurrences of $P$ that lie at the end of a phrase. To do this, we carry out the same steps above for $j = 1$, in the understanding that the lexicographic range on $\mathcal{Y}$ is $[s_y, e_y] = [1, p]$.

The challenges are then (1) how to find the intervals in $\mathcal{X}$ and $\mathcal{Y}$, and (2) how to find the points in the grid range.
3.1.1 Finding the intervals in X and Y. A simple solution is to perform a binary search on the sets, which requires \( O(\log p) \) comparisons of strings. The desired prefixes of \( X_i \) or \( Y_i \) to compare with, of length at most \( m \), must be extracted from a compressed representation of \( S \): we represent \( X_i \) and \( Y_i \) just with the position where they appear in \( S \). By using any of the techniques recalled in Section 2.5, we extract them in time \( f_e = O\left( \frac{m}{\log \sigma n} + \log n \right) \) or \( f_e = O\left( \left( 1 + \frac{m}{\log \sigma n} \right) \log n / z \right) \).

Since this is repeated for every \( 1 \leq j < m \), all the intervals are found in time \( O(f_e m \log \sigma) \), which is in \( O(m + \log n) \) with the first tradeoff. This complexity can be reduced to \( O\left( m^2 \log \sigma \right) \) on grammars, by exploiting the fact that the phrases are defined as the leaves of the grammar tree, and therefore we always need to extract prefixes or suffixes of nonterminal expansions. The same time can be obtained with \( O\left( p + \gamma \right) \log \log n \) additional space by using bookmarking. In all cases, however, the complexity stays quadratic in \( m \): we need to search for \( m - 1 \) prefixes/suffixes of \( P \) of length up to \( m \).

The quadratic term can be removed by using a batched search for all the suffixes \( P[j + 1..m] \) together (or all the suffixes \( P[1..j]^{rev} \)). The technique is based on compact tries and Karp-Rabin fingerprints [Belazzougui et al. 2010; Gagie et al. 2014; Bille et al. 2017; Gagie et al. 2018; Christiansen et al. 2019]. The idea is to represent the sets \( X \) and \( Y \) with compact tries, storing fingerprints of the strings labeling selected paths, and then verifying the candidates to ensure they are actual matches. The fingerprints of all the suffixes sought are computed in time \( O(m) \). The trie is actually a version called \( z \)-fast trie [Belazzougui et al. 2009; Belazzougui et al. 2010], which allows searching for a string of length \( \ell \) with \( O(\log \ell) \) fingerprint comparisons. Once all the candidate results are found, a clever method does all the verifications with one single string extraction, exploiting the fact that we are looking for various suffixes of a single pattern. If a fingerprint \( \kappa(S[i..j]) \) is computed in
time $f_h$, then the lexicographic ranges of any $k$ suffixes of $P[1\ldots m]$ can be found in time $O(m + k(f_h + \log m) + f_e)$. The structure uses $O(p)$ space, and is built in $O(n \log n)$ expected time to ensure that there are no fingerprint collisions in $S$.

As recalled in Section 2.5, we can compute Karp-Rabin fingerprints in time $O(\log n)$ or $O(\log(n/\epsilon))$ using grammars or block trees, respectively. To search for the $k = m - 1$ suffixes of $P$ (or of its reverse) we then need time $O(m \log n)$.

The approach can be built on block trees which, as shown in Part I [Navarro 2020, Sec. 4.2], can be built on Lempel-Ziv ($O(\log(n/\epsilon))$ space, and even $O(\delta \log(n/\delta))$), or built on attractors ($O(\gamma \log(n/\gamma))$) space). It can also be applied on grammars ($O(g)$ space), and even on run-length grammars, within space $O(g_{rl}) \subseteq O(\delta \log(n/\delta))$. Combined with bookmarking, the time can be reduced to $O(m \log m)$ because $f_h = O(\log m)$, yet we need $O(\log \log n)$ or $O(\log \log \log n)$ further space.

A recent twist [Christiansen and Ettienne 2018; Christiansen et al. 2019] is that a specific type of grammar, called locally consistent grammar,$^4$ can speed up the searches because there are only $k = O(\log m)$ cuts of $P$ that deserve consideration. In a locally consistent grammar, the subtrees of the parse tree expanding to two identical substrings $S[i \ldots j] = S[i' \ldots j']$ are identical except for $O(1)$ nodes in each level. Christiansen et al. [2019] show that locally consistent grammars of size $O(\gamma \log(n/\gamma))$ can be built without the need to compute $\gamma$ (which would be NP-hard). Further, we can obtain $f_e = O(m)$ time with grammars because, as explained, we extract only rule prefixes and suffixes when searching $X$ or $Y$. They also show how to compute Karp-Rabin fingerprints in time $O(\log^2 m)$ (without the extra space bookmarking uses) in their grammars. The time to find all the relevant intervals then decreases to $O(m + k(f_h + \log m) + f_e) \subseteq O(m)$.

3.1.2 Finding the points in the two-dimensional range. This is a well-studied geometric problem [Chan et al. 2011]. We can represent $p$ points on a $p \times p$ grid within $O(p)$ space, so that we can report all the $t$ points within any given two-dimensional range in time $O((1 + t) \log^2 p)$, for any constant $\epsilon > 0$. By using slightly more space, $O(p \log \log p)$, the time drops to $O((1 + t) \log \log p)$, and if we use $O(p \log^2 p)$ space, the time drops to $O(\log \log p + t)$, thus enabling constant time per occurrence reported.

If we look for the $k = m - 1$ prefixes and suffixes of $P$ with $O(p)$ space, the total search time is $O(m \log^2 p) \subseteq O(m \log n)$, plus $O(\log^2 p)$ per primary occurrence. If we reduce $k$ to $O(\log m)$, the search time drops to $O(\log m \log^2 p)$, plus $O(\log^2 p)$ per primary occurrence. Christiansen et al. [2019] reduce this $O(m \log \log \log p)$ additive term to just $O(\log^2 \gamma)$ by dealing with short patterns separately.

3.2 Tracking Secondary Occurrences

The parsing method must allow us infer all the secondary occurrences from the primary ones. The precise method for propagating primary to secondary occurrences depends on the underlying technique.

3.2.1 Lempel-Ziv parsing and macro schemes. The idea of primary and secondary occurrences was first devised for the Lempel-Ziv parsing [Farach and Thorup 1995; Sahinalp and Vishkin 1995; Mehlhorn et al. 1997; Batu et al. 2006].

---

$^4$Built via various rounds of the better-known locally consistent parsings [Cole and Vishkin 1986; Sahinalp and Vishkin 1995; Mehlhorn et al. 1997; Batu et al. 2006].
Fig. 7. Finding the secondary occurrences of \( P = \text{l a} \) on the Lempel-Ziv parse of Figure 3. The occurrences are marked with rounded boxes. The primary occurrence, which is grayed, is projected from sources to targets to find the secondary ones.

Kärkkäinen and Ukkonen 1996], of size \( p = z \). Note that the leftmost occurrence of any pattern \( P \) cannot be secondary, because then it would be inside a phrase that would occur earlier in \( S \). Secondary occurrences can then be obtained by finding all the phrase sources that cover each primary occurrence. Each such source produces a secondary occurrence at the phrase that copies the source. In turn, one must find all the phrase sources that cover these secondary occurrences to find further secondary occurrences, and so on. All the occurrences are found in that way.

A simple technique [Kreft and Navarro 2013] is to maintain all the sources \( [b_k, e_k] \) of the \( z \) phrases of \( S \) in arrays \( B[1\ldots z] \) (holding all \( b_k \)s) and \( E[1\ldots z] \) (holding all \( e_k \)s), both sorted by increasing endpoint \( e_k \). Given an occurrence \( S[i..j] \), a successor search on \( E \) finds (in \( O(\log \log n) \) time [Belazzougui and Navarro 2015]) the smallest endpoint \( e_k \geq j \), and therefore all the sources in \( E[k..z] \) end at or after \( S[j] \); those in \( E[1..k-1] \) cannot cover \( S[i..j] \) because they end before \( j \). We then want to retrieve the values \( B[l] \leq i \) with \( k \leq l \leq z \), that is, the sources that in addition start no later than \( i \).

A technique to retrieve each source covering \( S[i..j] \) in constant time is as follows. We build a Range Minimum Query (RMQ) data structure [Bender et al. 2005; Fischer and Heun 2011] on \( B \), which uses \( O(z) \) bits and returns, in constant time, the position of the minimum value in any range \( B[k..l'] \). We first query for \( B[k..z] \). Let the minimum be at \( B[l] \). If \( B[l] > i \), then this source does not cover \( S[i..j] \), and no other source does because this is the one starting the earliest. We can therefore stop. If, instead, \( B[l] \leq i \), then we have a secondary occurrence in the target of \( [b_i, e_i] \). We must report that occurrence and recursively look for other sources covering it. In addition, we must recursively look for sources that start early enough in \( B[k..l-1] \) and \( B[l+1..z] \). Since we get an occurrence each time we find a suitable value of \( B \) in the current range, and stop as soon as there are no further values, it is easy to see that we obtain each secondary occurrence in constant time.

Example: Figure 7 shows the search for \( P = \text{l a} \) on the Lempel-Ziv parse of Figure 3. There is only one primary occurrence at \( S[2..3] \). The sources \( [b_k, e_k] \) are, in increasing order of \( e_k \), \( [1, 1], [1, 3], [3, 3], [2, 6], [11, 11] \), so we have the arrays \( B = \langle 1, 1, 3, 2, 11 \rangle \) and \( E = \langle 1, 3, 3, 6, 11 \rangle \). A successor search for 3 in \( E \) shows that \( E[2..5] \) contains all the sources that finish at or after position 3. We now use RMQs on \( B \) to find those that start at or before position 2. The first candidate is \( \text{RMQ}(2, 5) = 2 \), which identifies the valid source \( [B[2], E[2]] = [1, 3] \) covering our primary occurrence. The target of this source is \( S[7..9] \), which con-
tains a secondary occurrence at $S[8..9]$ (the offset of the occurrence within the target is the same as within the source). There is no other source covering $S[8..9]$, so that secondary occurrence does not propagate farther. We continue with our RMQs, now on the remaining interval $B[3..5]$. The query $RMQ(3, 5) = 4$ yields the source $[B[4], E[4]] = [2, 6]$, which also covers the primary occurrence. Its target, $S[10..14]$, then contains a secondary occurrence at the same offset as in the source, in $S[10..11]$. Again, no source covers this secondary occurrence. Continuing, we must check the intervals $B[3..3]$ and $B[5..5]$. But since both are larger than 2, they do not cover the primary occurrence and we are done.

Thus, if we use a Lempel-Ziv parse, we require $O(z)$ additional space to track the secondary occurrences. With $occ$ occurrences in total, the time is $O(occ \log \log_{\log n} n)$, dominated by the successor searches. Note that the scheme works well also under bidirectional macro schemes, because it does not need that the targets be to the right of the sources. Thus, the space can be reduced to $O(b)$.

### 3.3 Block Trees

The sequence of leaves in any of the block tree variants we described partitions $S$ into a sequence of $p$ phrases (where $p$ can be as small as $O(\delta \log(n/\delta))$, as recalled in Section 2.5). Each such phrase is either explicit (if it is at the last level) or it has another occurrence inside an internal node of the same level.

This parsing also applies the scheme of primary and secondary occurrences, if we use leaves of length 1 [Navarro and Prezza 2019]. It is not hard to see that every secondary occurrence $S[i..j]$, with $i < j$, has a copy that crosses a phrase boundary: $S[i..j]$ is inside a block $S_v$ that is a leaf, thus it points to another occurrence of $S_v$ inside $S_v'$ or $S_v''$. If the copy $S[i'..j']$ spans both $S_v'$ and $S_v''$, then it is a primary occurrence. Otherwise it falls inside $S_v'$ or $S_v''$, and then it is also inside a block of the next block tree level. At this next level, $S[i'..j']$ may fall inside a block $S_v'$ that is a leaf, and thus it points towards another occurrence of $S_v'$. In this case, $S[i'..j']$ is also a secondary occurrence and we will discover $S[i..j]$ from it; in turn $S[i'..j']$ will be discovered from its pointed occurrence $S[i''..j'']$, and so on. Instead, $S[i'..j']$ may fall inside an internal block $S_v' = S_v' \cdot S_v''$. If $S[i'..j']$ spans both $S_v'$ and $S_v''$, then it is a primary occurrence, otherwise it appears inside a block of the next level, and so on. We continue this process until we find an occurrence of $S[i..j]$ that crosses a block boundary, and thus it is primary. Our original occurrence $S[i..j]$ is then found from the primary occurrence, through a chain of zero or more intermediate secondary occurrences.

**Example:** Consider the parsing $S = ab\|ab\|ar\|ala\|lab\|ar\|d\|a\|S$ induced by the block tree of Figure 3, where the phrases of length 1 are the leaves of the last level. Then $P = al$ has two primary occurrences, at $S[1..2]$ and $S[9..10]$. The sources of blocks are $[1, 3]$, $[2, 4]$, and $[5, 6]$. Therefore the source $[1, 3]$ covers the first primary occurrence, which then has a secondary occurrence at the target, in $S[7, 8]$.

The process and data structures are then almost identical to those for the Lempel-Ziv parsing. We collect the sources of all the leaves at all the levels in arrays $B$ and $E$, as for Lempel-Ziv, and use them to find, directly or transitively, all the secondary occurrences. In some variants, such as block trees built on attractors,
the sources can be before or after the target in \( S \), as in bidirectional macro schemes, and the scheme works equally well.

### 3.4 Grammars

In the case of context-free grammars [Claude and Navarro 2012] (and also run-length grammars), the partition of \( S \) induced by the leaves of the grammar tree induces a suitable parsing: a secondary occurrence \( S[i..j] \) inside a leaf labeled by nonterminal \( A \) has another occurrence \( S[i'..j'] \) below the occurrence of \( A \) as an internal node of the grammar tree. If \( S[i'..j'] \) is inside a leaf labeled \( B \) (with \( |B| < |A| \)), then there is another occurrence \( S[i''..j''] \) below the internal node labeled \( B \), and so on. Eventually, we find a copy crossing a phrase boundary, and this is our primary occurrence.

The hierarchical structure of the grammar tree enables a simplified process to find the occurrences. Let \( \text{exp}(X) \) be the string nonterminal \( X \) expands to. For each internal node \( v \) representing the rule \( A \rightarrow X_1 \cdots X_k \), and for each \( 1 \leq i < k \), we insert \( \text{exp}(X_i) \) into \( X \) and \( \text{exp}(X_{i+1}) \cdots \text{exp}(X_k) \) into \( Y \), associating the corresponding grid point to node \( v \) with offset \( |\text{exp}(X_1) \cdots \text{exp}(X_i)| \). This ensures that every cutting point between consecutive grammar tree leaves \( X \) and \( Y \) is included and associated with the lowest common ancestor node \( A = \text{lca}(X,Y) \) that covers both leaves. By associating the part of \( \text{exp}(A) \) that follows \( \text{exp}(X) \), instead of the full suffix, one ensures at construction time that \( A \) is the lowest nonterminal that covers the primary occurrence covering \( X \) and \( Y \).

Once we establish that \( P \) occurs inside \( \text{exp}(A) \) at position \( j \), we must track \( j \) upwards in the grammar tree, adjusting it at each step, until locating the occurrence in the start symbol, which gives the position where \( P \) occurs in \( S \). To support this upward traversal we store, in each grammar tree node \( A \) with parent \( C \), the offset of \( \text{exp}(A) \) inside \( \text{exp}(C) \). This is added to \( j \) when we climb from \( A \) to \( C \).

In addition, every other occurrence of \( A \) in the grammar tree contains a secondary occurrence of \( P \), with the same offset \( j \). Note that all those other occurrences of \( A \) are leaves in the grammar tree. Each node labeled \( A \) has then a pointer to the next grammar tree node labeled \( A \), forming a linked list that must be traversed to find all the secondary occurrences (in any desired order; the only restriction is that the list must start at the only internal node labeled \( A \)). Further, if \( C \) is the parent of \( A \), then any other occurrence of \( C \) in the grammar tree (which is necessarily a leaf as well) also contains a new secondary occurrence of \( P \).

The process then starts at each primary occurrence \( A \) and recursively moves to (1) the parent of \( A \) (adjusting the offset \( j \)), and (2) the next node labeled \( A \). The recursive calls end when we reach the grammar tree root in step (1), which occurs once per distinct secondary occurrence of \( P \), and when there is no next node to consider in step (2).

**Example:** Figure 8 shows how the only primary occurrence of \( P = \text{al} \) in \( S = \text{alabaralabardas} \), using the parse of Figure 4 (and Figure 6), are propagated using the grammar tree. The primary occurrence, \( S[1..2] \) spans the first two leaves, and the pointer of the grid sends us to the internal node labeled \( A \), which is the lowest common ancestor of those two leaves, with offset 1 (indeed, \( \text{exp}(A) = \text{al} \)). To find its position in \( S \), we go up to \( B \), the parent of \( A \), where the offset is still 1 because...
Fig. 8. Finding the secondary occurrences of $P = a l$ on the grammar-induced parse of Figure 4 (the removed edges of the parse tree are grayed). The occurrences are marked with rounded boxes; the primary one is grayed. The bold solid arrows translate each occurrence towards the root, and the bold dashed arrows towards the next occurrence of the same nonterminal.

the offset of $A$ within $B$ is 0 ($\exp(B) = a l a b a r$). Finally, we reach $C$, the parent of $B$ and the tree root, where the offset is still 1 and thus we report the primary occurrence $S[1..2]$.

The secondary occurrences are found by recursively following the dashed arrows towards the other occurrences of the intermediate nonterminals. From the internal node $A$ we reach the only other occurrence of $A$ in the grammar tree (which is a leaf; remind that there is only one internal node per label). This leaf has offset 6 within its parent $C$, so the offset within $C$ is $1 + 6 = 7$. We then move to $C$ and report a secondary occurrence at $S[7..8]$. The list of the $A$s ends there. Similarly, when we arrive at the internal node $B$, we follow the dashed arrow towards the only other occurrence of $B$ in the grammar tree. This has offset 8 within its parent $C$, so when we move up to $C$ we report the secondary occurrence $S[9..10]$.

Note that the bold arrows, solid and dashed, form a binary tree rooted at the primary occurrence. The leaves that are left children are list ends and those that are right children are secondary occurrences. Thus the total number of nodes (and the total cost of the tracking) is proportional to the number of occurrences reported.

Claude and Navarro [2012] show that the cost of the traversal indeed amortizes to constant time per secondary occurrence if we ensure that every nonterminal $A$ occurs at least twice in the grammar tree (as in our example). Nonterminals appearing only once can be easily removed from the grammar. If we cannot modify the grammar, we can instead make each node $A$ point not to its parent, but to its lowest ancestor that appears at least twice in the grammar tree (or to the root, if no such ancestor exists) [Christiansen et al. 2019]. This ensures that we report the $occ_s$ secondary occurrences in time $O(occ_p + occ_s)$.

Christiansen et al. [2019] show how the process is adapted to handle the special nodes induced by the rules $A \rightarrow X^k$ of run-length grammars.

3.5 Resulting Tradeoffs

By considering the cost to find the primary and secondary occurrences, and sticking to the best possible space in each case, it turns out that we can find all the $occ$ occurrences of $P[1..m]$ in $S[1..n]$ either:
—In time $O(m \log n + \text{occ} \log^6 n)$, within space $O(g_{rl}) \subseteq O(\delta \log(n/\delta))$.

—In time $O(m + (\text{occ} + 1) \log^6 n)$, within space $O(\gamma \log(n/\gamma))$.

The first result is obtained by using a run-length grammar to define the parse of $S$ (thus the grid is of size $g_{rl} \times g_{rl}$), to access nonterminal prefixes and suffixes and compute fingerprints, and to track the secondary occurrences. Note that finding the smallest grammar is NP-hard, but there are ways to build run-length grammars of size $O(\delta \log(n/\delta))$, as mentioned in Part I of this survey. The second result uses the improvement based on locally consistent parsing (end of Section 3.1.1); recall that we do not need to compute $\gamma$ (which is NP-hard too) in order to obtain it.

3.5.1 Using more space. We can combine the slightly larger grid representations (Section 3.1.2) with bookmarking in order to obtain improved times for the first result. We can use a bidirectional macro scheme to define the phrases, so that the grid is of size $b \times b$, and use the geometric data structure of size $O(b \log \log b)$ that reports the occ points in time $O((1 + \text{occ}) \log \log b)$. We then use a run-length grammar to provide direct access to $S$, and enrich it with bookmarking (Section 2.5) to provide substring extraction and Karp-Rabin hashes (to find the ranges in $\text{occ}$ that reports the grid is of size $S$). We can then search:

—In time $O(m \log m + \text{occ} \log \log n)$, within space $O(g_{rl} + b \log \log n)$.

—In time $O(m \log m + \text{occ})$, within space $O(g_{rl} \log^6 n)$.

Finally, using larger grids directly on the result that uses $O(\gamma \log(n/\gamma))$ space yields the first optimal-time index [Christiansen et al. 2019]. We can search:

—In time $O((m + \text{occ}) \log \log n)$, within space $O(\gamma \log(n/\gamma) \log \log n)$.

—In time $O(m + \text{occ})$, within space $O(\gamma \log(n/\gamma) \log^6 n)$.

3.5.2 History. The generic technique we have described encompasses a large number of indexes found in the literature. As said, Kärkkäinen and Ukkonen [1996] pioneered the idea of primary and secondary occurrences based on Lempel-Ziv for indexing. Their index is not properly a compressed index because it stores $S$ in
Fig. 9. Diagram of the influences and main ideas about parsing-based indexing.

plain form, and uses $O(z)$ additional space to store the grid and a mechanism of stratified lists of source areas to find the secondary occurrences.

Figure 9 shows a diagram with the main ideas that appeared along time and the influences between contributions. The Appendix gives a detailed account. The best results to date are those we have given explicitly, plus some intermediate tradeoffs given by Christiansen et al. [2019] (see their Table I).

4. SUFFIX-BASED INDEXING

Suffix arrays and suffix trees (Section 2.3) are data structures designed to support indexed searches. They are of size $O(n)$, but large in practice. We next describe how their search algorithms translate into structures of size $O(r)$ or $O(e)$, which are related to the regularities induced by repetitiveness on suffix arrays and trees.

4.1 Based on the BWT

The suffix array search based on the BWT dates back to Ferragina and Manzini [2000, 2005], who showed that, with appropriate data structures, $S^{bwt}$ is sufficient to simulate a suffix array search and find the range $A[sp . ep]$ of the suffixes that start with a search pattern $P$. Their method, called backward search, consecutively finds the interval $A[sp_i . ep_i]$ of the suffixes starting with $P[i . m]$, by starting with
Indeed, $12+3 = 15$ gives suffixes starting with symbols less than $c$ is in $A$. Figure 5. To search for $P$ by $[1...i]$, we virtually traverse $S$..ep $i..m$ start with symbols less than $c$ and the number $\text{rank}_c(S^{bwt}, j)$ of suffixes that start with symbols less than $c$ is mapped to their corresponding position in $A$. Since they will be mapped to a range, the backward search formula is a way to perform all those LF-steps in one shot. Example: Consider $S \in \text{aboralalabarda}$, with $S^{bwt}$ = adllbrrbaaraaaaa, in Figure 5. From $A[14] = 10$ and $S^{bwt}[14] = a$ (which correspond to the suffix $S[10...14]$ = labarda$S$), we compute $LF(14) = C[a] + \text{rank}_a(S^{bwt}, 14) = 1 + 5 = 6$. Indeed $A[6] = 9 = A[14] - 1$, corresponding to the suffix labarda$S$.

Let us now consider the backward search steps. Note that we know that the suffixes in $A[sp_{i+1}...ep_{i+1}]$ start with $P[i+1...m]$. The range $A[sp_i...ep_i]$ lists the suffixes that start with $P[i...m]$, that is, they start with $P[i]$ and then continue with a suffix in $A[sp_{i+1}...ep_{i+1}]$. We then want to capture all the suffixes in $A[sp_{i+1}...ep_{i+1}]$ that are preceded by $c = P[i]$ and map them to their corresponding position in $A$. Since they will be mapped to a range, the backward search formula is a way to perform all those LF-steps in one shot.

Example: Consider again $S \in \text{aboralalabarda}$, with $S^{bwt}$ = adllbrrbaaraaaaa, in Figure 5. To search for $P = l$a, we start with the range $A[sp_3...ep_3] = [1...17]$. The first backward step, for $P[2] = a$, gives $sp_2 = C[a] + \text{rank}_a(S^{bwt}, 0) + 1 = 1 + 1 = 2$ and $ep_2 = C[a] + \text{rank}_a(S^{bwt}, 17) = 1 + 8 = 9$. Indeed, $A[2...9]$ is the range of all the suffixes starting with $P[2...2] = a$. The second and final backward step, for $P[1] = l$, gives $sp_1 = C[l] + \text{rank}_l(S^{bwt}, 1) + 1 = 12 + 1 = 13$ and $ep_2 = C[l] + \text{rank}_l(S^{bwt}, 9) = 12 + 3 = 15$. Indeed, $A[13...15]$ is the range of the suffixes starting with $P = l$a, and thus the occurrences of $P$ are at $A[13] = 2$, $A[14] = 10$, and $A[15] = 8$. Note that,
if we knew that the suffixes in $A[2, \ldots, 9]$ preceded by 1 were at positions 3, 4, and 6, and we had computed $LF(3)$, $LF(4)$, and $LF(6)$, we would also have obtained the interval $A[13, \ldots, 15]$.

Ferragina and Manzini [2005] and Ferragina et al. [2007] show how to represent $S^\text{bwt}$ within $nH_2(S) + o(n \log \sigma)$ bits of space, that is, asymptotically within the $k$th order empirical entropy of $S$, while supporting pattern searches in time $O(m \log \sigma + \text{occ} \log^{1+\epsilon} n)$ for any constant $\epsilon > 0$. These concepts are well covered in other surveys [Navarro and Mäkinen 2007], so we will not develop them further here; we will jump directly to how to implement them when $S$ is highly repetitive.

4.1.1 Finding the interval. Mäkinen and Navarro [2005] showed how to compute $\text{rank}_c$ on $S^\text{bwt}$ when it is represented in run-length form (i.e., as a sequence of $r$ runs). We present the results in a more recent setup [Mäkinen et al. 2010; Gagie et al. 2020] that ensures $O(r)$ space. The positions that start runs in $S^\text{bwt}$ are stored in a predecessor data structure that also tells the number of the corresponding runs. A string $S'[1 \ldots r]$ stores the symbol corresponding to each run of $S^\text{bwt}$, in the same order of $S^\text{bwt}$. The run lengths are also stored in another array, $R[1 \ldots r]$, but they are stably sorted lexicographically by the associated symbol. More precisely, if $R[t]$ is associated with symbol $c$, it stores the cumulative length of the runs associated with $c$ in $R[1 \ldots t]$. Finally, $C'[c]$ tells the number of runs of symbols $d$ for all $d < c$. Then, to compute $\text{rank}_c(S^\text{bwt}, j)$, we:

1. Find the predecessor $j'$ of $j$, so that we know that $j$ belongs to the $k$th run in $S^\text{bwt}$, which starts at position $j' \leq j$.
2. Determine that the symbol of the current run is $c' = S'[k]$.
3. Compute $p = \text{rank}_c(S', k - 1)$ to determine that there are $p$ runs of $c$ before the current run.
4. The position of the run $k - 1$ in $R$ is $C'[c] + p$: $R$ lists the $C'[c]$ runs of symbols less than $c$, and then the $p$ runs of $c$ preceding our run $k$ (because $R$ is stably sorted, upon ties it retains the order of the runs in $S^\text{bwt}$).
5. We then know that $\text{rank}_c(S^\text{bwt}, j' - 1) = R[C'[c] + p]$.
6. This is the final answer if $c \neq c'$. If $c = c'$, then $j$ is within a run of $c$s and thus we must add $j - j' + 1$ to the answer.

Example: The BWT of $S = \text{alabaralabarda}\$ has $r(S) = 10$ runs (recall Figure 5), $S^\text{bwt} = \text{adll}|||\text{brb}\text{ba}||\text{rraaaa}$. The predecessor data structure then contains the run start positions, $(1, 2, 3, 5, 6, 7, 8, 10, 12, 13)$. The string of distinct run symbols is $S'[1 \ldots 10] = \text{adl}$.$\text{brb}$. Stably sorting the runs $(1 \ldots 10)$ by symbol we obtain $(4, 1, 8, 10, 7, 2, 3, 5, 6, 9)$ (e.g., we first list the 4th run because its symbol is the smallest, $\$, then we list the 3 positions of $a$ in $S'$, 1, 8, 10, and so on), and therefore $R = (1, 1, 3, 8, 2, 1, 2, 3, 1, 2)$ (e.g., $R[2, 3, 4] = (1, 3, 8)$ because the runs of $a$ are of lengths 1, 2, and 5, which cumulate to 1, 3, and 8). Finally, $C'[\$] = 0$, $C'[a] = 1$, $C'[b] = 4$, $C'[d] = 5$, $C'[l] = 6$, and $C'[r] = 8$ precede the positions where the runs of each symbol start in $R$.

To compute $\text{rank}_a(S^\text{bwt}, 15)$ we find the predecessor $j' = 13$ of $j = 15$ and from the same structure learn that it is the run number $k = 10$. We then know that it is a run of $a$s because $S'[10] = a$. We then find out that there are $p = 2$ runs of $a$s
preceding it because $\text{rank}_a(S', 9) = 2$. Further, there are $C'[a] = 1$ runs of symbols smaller than $a$ in $S^{\text{but}}$. This means that the runs of as start in $R$ after position $C'[a] = 1$, and that the run $k - 1 = 9$ is, precisely, at $C'[a] + p = 3$. With $R[3] = 3$ we learn that there are $3$ as in $S^{\text{but}}[1..12]$. Finally, since we are counting as and $j$ is in a run of as, we must add the $j - j' + 1 = 15 - 13 + 1 = 3$ as in our current run. The final answer is then $\text{rank}_a(S^{\text{but}}, 15) = 3 + 3 = 6$.

The cost of the above procedure is dominated by the time to find the predecessor of $j$, and the time to compute $\text{rank}$ on $S'[1..r]$. Using only structures of size $O(r)$ [Gagie et al. 2020], the predecessor can be computed in time $O(\log \log \sigma (n/r))$ if there are $r$ elements in a universe $[1..n]$ [Belazzougui and Navarro 2015], and $\text{rank}$ on $S'$ can be computed in time $O(\log \log \sigma)$ as explained. This yields a total time of $O(m \log \log \sigma (\sigma + n/r))$ to determine the range $A[sp..ep]$ using backward search for $P$, in space $O(r)$ [Gagie et al. 2020]. Recently, Nishimoto and Tabei [2020] showed that, adding some artificial cuts to the runs, it is possible to avoid the $O(\log \log \sigma (n/r))$-time predecessor searches by always maintaining the run to which the position $j$ belongs in constant time. This reduces the time to $O(m \log \log \sigma)$, still within $O(r)$ space.

4.1.2 Locating the occurrences. Once we have determined the interval $[sp..ep]$ where the answers lie in the suffix array, we must output the positions $A[sp], \ldots, A[ep]$ to complete the query. We do not have, however, the suffix array in explicit form. The classical procedure [Ferragina and Manzini 2005; Mäkinen et al. 2010] is to choose a sampling step $t$ and sample the suffix array entries that point to all the positions of the form $S[i \cdot t + 1]$, for all $0 \leq i < n/t$. Then, if $A[j]$ is not sampled, we compute $LF(j)$ and see if $A[LF(j)]$ is not sampled, and so on. Since we sample $S$ regularly, some $A[LF^s(j)]$ must be sampled for $0 \leq s < t$. Since function $LF$ implicitly moves us one position backward in $S$, it holds that $A[j] = A[LF^s(j)] + s$. Therefore, within $O(n/t)$ extra space, we can report each of the occurrence positions in time $O(t \log \log \sigma (n/r))$ (the $LF$-steps do not require $O(\log \log \sigma)$ time for the $\text{rank}$ on $S'$ because its queries are of the form $\text{rank}_{S'[i]}(S', i)$, for which we can just store the answers to the $r$ distinct queries).

Though this procedure is reasonable for statistical compression, the extra space $O(n/t)$ is usually much larger than $r$, unless we accept a significantly high time, $O(n/r \log \log \sigma (n/r))$, to report each occurrence. This had been a challenge for BWT-based indexes on repetitive collections until very recently [Gagie et al. 2020], where a way to efficiently locate the occurrences within $O(r)$ space was devised.

Gagie et al. [2020] solve the problem of reporting $A[sp..ep]$ in two steps, in their so-called $r$-index (we present the simplified version of Bannai et al. [2020]). First, they show that the backward search can be modified so that, at the end, we know the value of $A[ep]$ (in turn, this simplifies a previous solution [Policriti and Prezza 2018]). Second, they show how to find $A[j - 1]$ given the value of $A[j]$.

The first part is not difficult. When we start with $[sp..ep] = [1..n]$, we just need the value of $A[n]$ stored. Now, assume we know $[sp_{i+1}..ep_{i+1}]$ and $A[ep_{i+1}]$, and compute $[sp_i..ep_i]$ using the backward search formula. If the last suffix, $A[ep_{i+1}]$, is preceded by $P[i]$ (i.e., if $S^{\text{but}}[ep_{i+1}] = P[i]$), then the last suffix of $A[sp_i..ep_i]$ will be precisely $A[ep_i] = A[LF(ep_{i+1})] = A[ep_{i+1}] - 1$, and thus we know it. Otherwise, we must find the last occurrence of $P[i]$ in $S^{\text{but}}[sp_{i+1}..ep_{i+1}]$, because this is the
ONishimoto and Tabei [2020] manage to compute these predecessors in constant time.

Example: For \( S = \text{alabaralabad3a} \) and \( S^{\text{bwt}} = \text{adl$\bar{r}$baararaaa}, \) we have \( L = (1, 17, 12, 14, 13, 16, 11, 9, 7, 15). \) For example, \( L[3] \) refers to the end of the 2nd run of \( a, \) as seen in the previous example for \( R[3]. \) This ends at \( S^{\text{bwt}}[11], \) and \( A[11] = 12 = L[3]. \) In the backward search for \( P = \text{la}, \) we start with \([sp_2 \ldots ep_3] = [1 \ldots 17],\) and know that \( A[17] = 14. \) The backward search computation then yields \( [sp_2 \ldots ep_2] = [2 \ldots 9]. \) Since \( S^{\text{bwt}}[17] = a = P[2], \) we deduce that \( A[9] = 14 - 1 = 13. \) A new backward step yields \( [sp_1 \ldots ep_1] = [13 \ldots 15]. \) Since \( S^{\text{bwt}}[9] = b \neq P[1], \) we must consult \( L. \) The desired position of \( L \) is obtained with the same process to find \( \text{rank}_b(S^{\text{bwt}}, 9): k = 7, p = \text{rank}_b(S', 6) = 2, t = C'[i] + p = 6 + 2 = 8, \) from where we obtain that \( A[15] = L[8] = 1 = 9 - 1 = 8. \)

For the second part, finding \( A[j-1] \) from \( A[j], \) let us define \( d = A[j-1] - A[j], \) and assume both positions are in the same run, that is, \( S^{\text{bwt}}[j-1] = S^{\text{bwt}}[j] = c \) for some \( c. \) By the LF-step formula, it is not hard to see that \( LF(j-1) = LF(j) - 1, \) and thus \( A[LF(j-1)] - A[LF(j)] = (A[j-1] - 1) - (A[j] - 1) = d = A[LF(j-1)] - A[LF(j)]. \)

This means that, as we perform LF-steps from \( j \) and \( j - 1 \) and both stay in the same run, their difference \( d \) stays the same. After performing \( s \) LF-steps, for some \( s, S^{\text{bwt}}[j'] = S^{\text{bwt}}[LF^s(j)] \) will be a run head and \( S^{\text{bwt}}[j'] - 1 = S^{\text{bwt}}[LF^s(j-1)] \) will belong to another run. If we store \( d = A[j' - 1] - A[j'] \) for the run head \( j', \) we can compute \( A[j - 1] = A[j] + d. \)

The key to find the proper run head is to note that \( A[j'] = A[j] - s \) is the only position of a run head mapped to \( S \) in \( A[j - s, \ldots, A[j]. \) We then store another predecessor data structure with the positions \( A[j'] \) in \( S \) that correspond to run heads in \( S^{\text{bwt}}, \) \( S^{\text{bwt}}[j'] - 1 \neq S^{\text{bwt}}[j']. \) To the position \( t = A[j'], \) we associate \( d(t) = A[j' - 1] - A[j']. \) To compute \( A[j - 1] \) from \( A[j], \) we simply find the predecessor \( t = A[j'] \) of \( A[j] \) and then know that \( A[j - 1] = A[j] + d(t). \)


Each new position is then found with a predecessor search, yielding total search time \( O(m \log \log_m (\sigma + n/r) + occ \log \log_m (n/r)), \) and \( O(r) \) space [Gagie et al. 2020]. Nishimoto and Tabei [2020] manage to compute these predecessors in constant time as well, thus reducing the search time to \( O(m \log \log_m \sigma + occ) \) in \( O(r) \) space.

\footnote{With the possible exception of \( A[j-1] \) or \( A[j] \) being 1, but in this case the BWT symbol is $, and thus they cannot be in the same run.}

This index was implemented and shown to be 1–2 orders of magnitude faster than parsing-based indexes, though up to twice as large [Gagie et al. 2020]. When the collections are very repetitive, its size is still small enough, but the index (as well as measure \( r \)) degrades faster than \( z \) or \( g \) when repetitiveness starts to decrease.

Note that the index does not provide direct access to \( S \) within \( O(r) \) space, only within \( O(r \log(n/r)) \) space (and \( O(\ell + \log(n/r)) \) time), and this is provided through a run-length grammar of that size and height \( O(\log(n/r)) \). What is more interesting is that they also build grammars of size \( O(r \log(n/r)) \) that provide access in time \( O(\log(n/r)) \) to any cell of \( A \) or \( A^{-1} \).

A previous attempt to provide fast searches on top of the BWT [Belazzougui et al. 2015] combines it with Lempel-Ziv parsing: it uses \( O(z(S) + r(S) + r(S^{rec})) \) space and searches in time \( O(m(\log \log n + \log z) + occ \cdot \log^* z) \). A careful implementation [Belazzougui et al. 2017] shows to be relevant, for example it uses about 3 times more space and is faster than the index of Kreft and Navarro [2013].

4.1.3 Optimal search time. Kempa [2019] generalizes the concept of BWT runs to \( s \)-runs, where the \( s \) symbols preceding each suffix \( A[j] \) must coincide. He shows that, if \( S \) has \( r \) runs, then it has \( O(rs) \) \( s \)-runs. Gagie et al. [2020] use this idea to define a new string \( S^* = S^0 \cdot S^1 \cdot \ldots \cdot S^{s-1} \), where \( S^k \) is formed by discarding the first \( k \) symbols of \( S \) and then packing it into “metasymbols” of length \( s \). The metasymbols are lexicographically compared in the same way as the string that composes them. They show that the suffix array interval for \( P \) in \( S \) and for \( P^k \) in \( S^* \) are the same. Since the length of \( P^0 \) is \( m' = m/s \), one can choose \( s = \log \log_\omega (\sigma + n/r) \) in order to represent \( S^* \) within \( O(rs) = O(r \log \log_\omega (\sigma + n/r)) \) space and find the interval \( A[sp \ldots ep] \) of \( P \) in \( S \) by searching for \( P^0 \) in \( S^* \), in time \( O(m' \log \log_\omega (\sigma^* + n/r)) = O(m) \).

In turn, the occurrences are located also in chunks of \( s \), by storing in \( d(t) \) not only the information on \( A[j'-1] \), but also on \( A[j'-2], \ldots, A[j'-s] \), in space \( O(rs) \) as well. Thus, we invest a predecessor search, time \( O(\log \log_\omega (n/r)) \), but in exchange retrieve \( s \) occurrences. The resulting time is \( O(m + \log \log_\omega (n/r) + occ) \), which is converted into the optimal \( O(m + occ) \) by handling short patterns separately.

With the new technique of Nishimoto and Tabei [2020], we can obtain \( O(m + occ) \) time within \( O(r \log \log_\omega \sigma) \) space, because it is sufficient to set \( s = \log \log_\omega \sigma \) to find the interval \( A[sp \ldots ep] \) in time \( O(m) \) and the occurrences are already located in time \( O(occ) \). Note that this space is \( O(r) \) if \( \sigma = O(\text{poly } w) \).
RAM-optimal search time is also possible with this index, within $O(r \omega \log \sigma, \log_w n)$ space [Gagie et al. 2020]. Interestingly, RAM-optimal search time had been obtained only in the classical scenario, using $O(n)$ words of space.

4.2 Based on the CDAWG

In principle, searching the CDAWG as easy as searching a suffix tree [Crochemore and Hancart 1997]: since any suffix can be read from the root node, we simply move from the root using $P$ until finding its locus node (like on the suffix tree, if we end in the middle of an edge, we move to its target node).

A first problem is that we do not store the strings that label the edges of the CDAWG. Instead, we may store only the first symbols and the lengths of those strings, as done for suffix trees in Section 2.3. Once we reach the locus node, we must verify that all the skipped symbols coincide with $P$ [Crochemore and Hancart 1997; Belazzougui and Cunial 2017a]. The problem is that the string $S$ is not directly available for verification. Since $e = \Omega(g)$, however, we can in principle build a grammar of size $O(e)$ so that we can extract a substring of $S$ of length $m$, and thus verify the skipped symbols, in time $O(m + \log n)$; recall Section 2.5.

To determine which position of $S$ to extract, we use the property that all the strings arriving at a CDAWG node are suffixes of one another [Blumer et al. 1987, Lem. 1]. Thus, we store the final position in $S$ of the longest string arriving at each node from the root. If the longest string arriving at the locus node $v$ ends at position $t(v)$, and we skipped the last $l$ symbols of the last edge, then $P$ should be equal to $S[t(v) - l - m + 1 \ldots t(v) - l]$, so we extract that substring and compare it with $P$. If they coincide, then every distinct path from $v$ to the final node, of total length $L$, represents an occurrence at $S[n - L - l - m + 1 \ldots n - L - l]$. Since every node has at least two outgoing edges, we spend $O(1)$ amortized time per occurrence reported [Blumer et al. 1987]. The total search time is then $O(m + \log n + \text{occ})$.

Example: Let us search for $P = la$ in the CDAWG of Figure 1. We leave the root by the arrow whose string starts with $1$, and arrive at the target node $v$ (grayed) with $l = 0$ (because the edge consumes the $m = 2$ symbols of $P$). The node $v$ can be associated with position $t(v) = 3$, which ends an occurrence of the longest string arriving at $v$, ala. We then extract $S[t(v) - l - m + 1 \ldots t(v) - l] = S[2 \ldots 3] = la$ and verify that the skipped symbols match $P$. We then traverse all the forward paths from $v$, reaching the final node in three ways, with total lengths $L = 8, 14, 6$. Therefore, $P$ occurs in $S$ at positions $n - L - l - m + 1 = 8, 2, 10$.

Another alternative, exploiting the fact that $e = \Omega(r)$, is to enrich the CDAWG with the BWT-based index of size $O(r)$: as shown in Section 4.1.1, we can determine in time $O(m \log \sigma, \log_w n)$ whether $P$ occurs in $S$ or not, that is, if $sp \leq cp$ in the interval $A[sp \ldots cp]$ we compute. If $P$ occurs in $S$, we do not need the grammar to extract and verify the skipped symbols; we can just proceed to output all the occurrences [Belazzougui et al. 2015]. The total time is then $O(m \log \sigma, \log_w n + \text{occ})$. This variant is carefully implemented by Belazzougui et al. [2017], who show that the structure is about two orders of magnitude faster than the index of Kreft and Navarro [2013], though it uses an order of magnitude more space.

It is even possible to reach optimal $O(m + \text{occ})$ time with the CDAWG, by exploiting the fact that the CDAWG induces a particular grammar of size $O(e)$ where
there is a distinct nonterminal per string labeling a CDAWG edge [Belazzougui and Cunial 2017b]. Since we need to extract a prefix of the string leading to the locus of $P$, and this is the concatenation of several edges plus a prefix of the last edge, the technique recalled in Section 2.5 allows us to extract the string to verify in time $O(m)$. Variants of this idea are given by Belazzougui and Cunial [2017a] (using $O(e)$ space) and Takagi et al. [2017] (using $O(e(S) + e(S^{rev}))$ space).

5. CURRENT CHALLENGES

In the final section of this survey, we consider the most important open challenges in this area: (1) obtaining practical implementations, and (2) being able to build the indexes for very large text collections.

5.1 Practicality and Implementations

There is usually a long way between a theoretical finding and its practical deployment. Many decisions that are made for the sake of obtaining good worst-case complexities, or for simplicity of presentation, are not good in practice. Algorithm engineering is the process of modifying a theoretically appealing idea into a competitive implementation, involving knowledge of the detailed cost model of computers (caching, prefetching, multithreading, etc.). Further, big-$O$ space figures ignore constants, which must be carefully considered to obtain competitive space for the indexes. In practice variables like $z$, $g$, $r$, etc. are a hundredth or a thousandth of $n$, and therefore using space like $10^z$ bytes may yield a large index in practice.

While competitive implementations have been developed for indexes based on Lempel-Ziv [Kreft and Navarro 2013; Ferrada et al. 2014; Claude et al. 2016; Ferrada et al. 2018], grammars [Maruyama et al. 2013; Takabatake et al. 2014; Claude et al. 2016; Claude et al. 2020], the BWT [Mäkinen et al. 2010; Belazzougui et al. 2017; Gagie et al. 2020; Kuhle et al. 2020], and CDAWGs [Belazzougui et al. 2017], the most recent and promising theoretical developments [Bille et al. 2018; Navarro and Prezza 2019; Christiansen et al. 2019; Kociumaka et al. 2020] are yet to be implemented and tested. It is unknown how much these improvements will impact in practice.

Figure 11 shows, in very broad terms, the space/time tradeoffs obtained by the implementations built on the different repetitiveness concepts. It is made by taking the most representative values obtained across the different experiments of the publications mentioned above, discarding too repetitive and not repetitive enough collections. The black dots represent the run-length BWT built on regular sampling [Mäkinen et al. 2010], which has been a baseline for most comparisons. Though $r$ seems to dominate $e$, the latter (represented by CDAWG indexes) is implemented only on DNA, where it is nearly twice as fast as $r$ (represented by the $r$-index).

5.2 Construction and Dynamism

An important obstacle for the practical adoption of the indexes we covered is how to build them on huge datasets. Once built, the indexes are orders of magnitude smaller than the input and one hopes to handle them in main memory. However, the initial step of computing the parsing, the run-length BWT, or another small representation of a very large text collection, even if it can be generally performed in the optimal $O(n)$ time, usually requires $O(n)$ main memory space with a significant
constant. There are various approaches that aim to reduce those main memory
requirements and/or read the text in streaming mode, but some are still incipient.

**Burrows-Wheeler Transform.** The BWT is easily obtained from the suffix array,
which in turn can be built in $O(n)$ time and space [Kim et al. 2005; Ko and Aluru
2005; Kärkkäinen et al. 2006]. However, the constant associated with the space
is large. Kärkkäinen et al. [2006] allow using $O(nv)$ time and $O(n/\sqrt{v})$ space for
a parameter $v$, but they still need to store the $n \log n + n \log \sigma$ bits of the suffix
array and the text. External-memory suffix array construction requires optimal
$O(\text{Sort}(n))$ I/Os and time [Farach-Colton et al. 2000; Kärkkäinen et al. 2006].

There are various algorithms to build the BWT directly using compact space or
in external memory [Kärkkäinen 2007; Hon et al. 2007; Okanohara and Sadakane
Kempa and Kociumaka 2019; Belazzougui et al. 2020; Fuentes-Sepúlveda et al.
2020], but they do not produce it in run-length compressed form. Recently, Kempa
[2019] showed how to build the run-length BWT in $O(n / \log n + r \log \log n)$ time
and working space.

With a dynamic representation of sequences that supports insertions of symbols
[Munro and Nekrich 2015] one can build the run-length encoded BWT incrementally
by traversing the text in reversed form; the LF-mapping formula given in Section 4.1
shows where to insert the next text symbol. This idea is used by Policriti and Prezza
[2018] to build the run-length compressed BWT directly, in streaming mode, in
$O(n \log r)$ time and within $O(r)$ main memory space. Ohno et al. [2018] improve
their practical performance by a factor of 50 (using just twice the space).

Sirén [2016] presents a practical technique to build very large BWTs (i.e., for
terabytes of data) in run-length compressed form. It splits the collection into sub-
collections, builds the individual BWTs, and then merges them into a global one.
Boucher et al. [2019] propose a practical method called “prefix free parsing”, which first parses the text using a rolling hash (a Karp-Rabin-like hash that depends on the last $\ell$ symbols read; a phrase ends whenever the hash modulo a parameter value is zero). The result is a dictionary of phrases and a sequence of phrase identifiers; both are generally much smaller than $n$ when the text is repetitive. They then build the BWT from those elements. Their experiments show that they can build BWTs of very large collections in reasonable time. Kuhnle et al. [2020] show how to add in this construction the sampling used by the run-length BWT [Gagie et al. 2020]; recall Section 4.1.2.

Lempel-Ziv parsing. While it has been known for decades how to obtain this parse in $O(n)$ time [Rodeh et al. 1981; Storer and Szymanski 1982], these algorithms use $O(n)$ space (i.e., $O(n \log n)$ bits) with a significant constant. A long line of research [Chen et al. 2008; Ohlebusch and Gog 2011; Kempa and Puglisi 2013; Kärkkäinen et al. 2013; Goto and Bannai 2013; Goto and Bannai 2014; Kärkkäinen et al. 2014; Yamamoto et al. 2014; Fischer et al. 2015; Kärkkäinen et al. 2016; Köppl and Sadakane 2016; Belazzougui and Puglisi 2016; Munro et al. 2017; Fischer et al. 2018; Kempa 2019] has focused on using little space, reducing the constant associated with the $O(n \log n)$ bits and even reaching $O(n \log \sigma)$ bits [Kärkkäinen et al. 2013; Belazzougui and Puglisi 2016; Munro et al. 2017; Kempa 2019] and statistically compressed space [Policriti and Prezza 2015]. This is still unaware of repetitiveness, however.

Interestingly, the only known method to build the Lempel-Ziv parsing in repetition-aware space ($O(z+r)$) is to build the run-length BWT first and then derive the Lempel-Ziv parse from it [Policriti and Prezza 2018; Ohno et al. 2018; Bannai et al. 2020]. These methods use up to 3 orders of magnitude less space (and are just 2–8 times slower) than the previous approaches. Another interesting development [Kärkkäinen et al. 2014] uses external memory: with a RAM of size $M$, it performs $O(n^2/M)$ I/Os and requires $2n$ bytes of disk working space. Despite this quadratic complexity, their experiments show that this technique can handle, in practice, much larger texts than previous approaches.

Other approaches aim at approximating the Lempel-Ziv parse. Fischer et al. [2015] build an $(1+\epsilon)$-approximation in $O((n/\epsilon) \log n)$ time and $O(z)$ space. Kempa and Kosolobov [2017] build the LZ-End variant [Kreft and Navarro 2013] in streaming mode and $O(z+\ell)$ main memory space, where $\ell$ is the length of the longest phrase. Valenzuela et al. [2020] use Relative Lempel-Ziv as a building block.

Grammar construction. RePair [Larsson and Moffat 2000] is the heuristic that obtains the best grammars in practice. While it computes the grammar in $O(n)$ time and space, the constant associated with the space is significant and prevents using it on large texts. Attempts to reduce this space have paid a significant price in time [Bille et al. 2017; Sakai et al. 2019; Köppl et al. 2020]. A recent heuristic [Gagie et al. 2019] obtains space close to that of RePair using a semi-streaming algorithm, but it degrades quickly as the repetitiveness decreases. Various other grammar construction algorithms, for example Sakamoto [2005] and Jeż [2015, 2016], build a balanced grammar that approximates the smallest grammar within an $O(\log n)$ factor by performing a logarithmic number of passes on the text (which halves at each pass), and could be amenable to a semi-streamed construction.
An important line of research in this regard are the online grammar construction algorithms [Maruyama et al. 2012; Maruyama et al. 2013; Takabatake et al. 2017]. In OLCA [Maruyama et al. 2012], the authors build a grammar in $O(n)$ time by reading the text in streaming mode. They obtain an $O(\log^2 n)$ approximation to the smallest grammar using $O(g \log^2 n)$ space. In SOLCA [Maruyama et al. 2013] they reduce the space to $O(g)$. FOLCA [Takabatake et al. 2017] improves the space to $g \log g + o(g \log g)$ bits; the authors also prove that the grammar built by SOLCA and FOLCA is an $O(\log n \log^* n)$ approximation. Their experiments show that the grammar is built very efficiently in time and main memory space, though the resulting grammar is 4–5 times larger than the one generated by RePair.

Dynamism. A related challenge is dynamism, that is, the ability to modify the index when the text changes. Although a dynamic index is clearly more practical than one that has to be rebuilt every time, this is a difficult topic on which little progress has been made. The online construction methods for run-length BWTs [Policriti and Prezza 2018; Ohno et al. 2018; Bannai et al. 2020] and grammars [Maruyama et al. 2013; Takabatake et al. 2017] naturally allow us adding new text at the beginning or at the end of the string. A dynamic BWT representation allows adding or removing arbitrary documents from a text collection [Mäkinen and Navarro 2008]. Supporting arbitrary modifications to the text is much more difficult, however. We are only aware of the work of Nishimoto et al. [2020], which builds on edit-sensitive parsing to maintain a grammar under arbitrary substring insertions and deletions. They use $O(z \log n \log^* n)$ space and search in time $O(m(\log \log n)^2 + \log n \log^* n (\log n + \log m \log^* n) + \text{occ} \log n)$ (simplified, see the precise formula in the appendix). A substring of length $\ell$ is inserted/deleted in time $O(\ell + \log n \log^* n ) \log^2 n \log^* n)$. In practice, the search is fast for long patterns only; Nishimoto et al. [2018] improved their search time on short patterns.
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APPENDIX

A. HISTORY OF THE CONTRIBUTIONS TO PARSING-BASED INDEXING

We cover only the developments related to the repetitiveness measures we have considered. Other parsed-based indexes, such as those building on the LZ78 compression format [Ziv and Lempel 1978], are omitted because they are not competitive on highly repetitive text collections.

Claude and Navarro [2009, 2011] proposed the first compressed index based on grammar compression. Given any grammar of size $g$, their index uses $O(g)$ space to implement the grid and the tracking of occurrences over the grammar tree, but not yet the amortization mechanism we described. On a grammar tree of height $h$, the index searches in time $O(m(m + h) \log n + occ \cdot h \log n)$ and extracts a substring of length $\ell$ in time $O((\ell + h) \log n)$. The terms $O(\log n)$ can be reduced by using more advanced data structures, but the index was designed with practice in mind and it was actually implemented [Claude et al. 2016], using a RePair construction [Larsson and Moffat 2000] that is heuristically balanced.

Kreft and Navarro [2011, 2013] proposed the first compressed index based on Lempel-Ziv, and the only one so far of size $O(z)$. Within this size, they cannot provide access to $S$ with good time guarantees: each accessed symbol must be traced through the chain of target-to-source dependencies. If the maximum length of such a chain is $h \leq z$, their search time is $O(m^2 h + (m + occ) \log z)$. The term $\log z$ could be $\log^\epsilon z$ by using the geometric structure we have described but, again, they opt for a practical version. Binary searches in $X$ and $Y$ are sped up with Patricia trees [Morrison 1968]. A substring of length $\ell$ is extracted in time $O(\ell h)$. This is the smallest implemented index; it is rather efficient unless
the patterns are too long [Kreft and Navarro 2013; Claude et al. 2016]. Interestingly, it outperforms the previous index [Claude and Navarro 2011] both in space (as expected) and time (not expected).

Maruyama et al. [2011, 2013], Takabatake et al. [2014] propose another grammar index based on “edit-sensitive parsing”, which is related to locally consistent parsing (see the end of Section 3.1.1). This ensures that the parsing of $P$ and of any of its occurrences in $S$ will differ only by a few $(O(\log n \log^* n))$ symbols in the extremes of the respective parse trees, and therefore the internal symbols are consistent. By looking for those one captures all the $occ. potential$ occurrences, which however can be more than the actual occurrences. Given a grammar of size $g \geq g$ built using edit-sensitive parsing, their index takes $O(g)$ space and searches in time $O(m \log \log n \log^* n + occ. \log m \log n \log \log n \log^* n)$. Substrings of length $\ell$ are extracted in time $O((\ell + \log n) \log \log g)$. Their index is implemented, and outperforms that of Kreft and Navarro [2013] for $m \geq 100$.

Claude and Navarro [2012], Claude et al. [2020] improved the proposal of Claude and Navarro [2011] by introducing the amortization mechanism and also using the mechanism to extract phrase prefixes and suffixes in optimal time. The result is an index of size $O(g)$ built on any grammar of size $g$, which searches in time $O(m^2 \log \log g n + (m + occ) \log n)$. Again, this index is described with practicality in mind; they show that with larger data structures of size $O(g)$ one can reach search time $O(m^2 + (m + occ) \log^* n)$. Any substring of size $\ell$ can be extracted in time $O((\ell + \log n) \log \log n)$ with the mechanisms seen in Part I [Navarro 2020, Sec. 4.1]. An implementation of this index [Claude et al. 2020] outperforms the Lempel-Ziv based index [Kreft and Navarro 2013] in time, while using somewhat more space. The optimal-time extraction of prefixes and suffixes is shown to have no practical impact on balanced grammars.

Gagie et al. [2012] invented bookmarking to speed up substring extraction in the structure of Kreft and Navarro [2013]. They use bookmarking on a Lempel-Ziv parse, of size $O(z \log \log z)$, which is added to a grammar of size $O(g)$ to provide direct access to $S$. As a result, their index is of size $O(g + z \log \log z)$ and searches in time $O(m^2 + (m + occ) \log \log n)$. Their technique is more sophisticated than the one we present in Part I [Navarro 2020, Sec. 4.3], but it would not improve the tradeoffs we obtained.

Ferrada et al. [2014, 2018] proposed the so-called hybrid indexing. Given a maximum pattern length $M$ that can be sought, and a suitable parse (Lempel-Ziv, in their case) of size $z$, they form a string $S'$ of size $< 2Mz$ by collecting the symbols at distance at most $M$ from a phrase boundary and separating disjoint areas with $\$s. Any primary occurrence in $S$ is then found in $S'$, and any occurrence in $S'$ is a distinct occurrence in $S$. They then index $S'$ using any compact index and search it for $P$. The occurrences of $P$ in $S'$ that cross the middle of a piece are the primary occurrences of $P$ in $S$; the other occurrences in $S'$ are discarded, but these are at most $occ$. The mechanism of Section 3.2.1 to propagate primary to secondary occurrences is then used. Patterns longer than $M$ are searched for by cutting them into chunks of length $M$ and assembling their occurrences. Within space $O(Mz)$, they can search in time $O((m + occ) \log \log n)$ if $m \leq M$. Though they offer no guarantees for longer patterns, their imple-
Navarro [2017], Navarro and Prezza [2019] build a compressed index based on block
Christiansen and Ettienne [2018] were the first to show that, using a locally consis-
Gagie et al. [2014] propose the first dynamic compressed index (i.e., one
Bille et al. [2017, 2018] improve upon the result of Gagie et al. [2014]. They propose
Nishimoto et al. [2015, 2020] propose the first dynamic compressed index (i.e., one
Gagie et al. [2014] extended bookmarking to include fingerprinting as well (Part I
Gagie and Puglisi [2015] relate this technique with earlier more specific developments, and call kernelization the general technique to solve string matching problems on repetitive sequences by working on the
texts surrounding phrases.

Gagie et al. [2014] extended bookmarking to include fingerprinting as well (Part I
Nishimoto et al. [2015, 2020] propose the first dynamic compressed index (i.e., one
Bille et al. [2017, 2018] improve upon the result of Gagie et al. [2014]. They propose
Navarro [2017], Navarro and Prezza [2019] build a compressed index based on block

Navarro [2017], Navarro and Prezza [2019] build a compressed index based on block
trees, which are used to provide both access and a suitable parse of $S$. They reuse the idea of the grid and the mechanism to propagate secondary occurrences. By using a block tree built on attractors [Navarro and Prezza 2019], they obtain $O(\gamma \log(n/\gamma))$ space and $O(\log(n + \log(\log_2 n)))$ search time. They called this index “universal” because it was the first one built on a general measure of compressibility (attractors) instead of on specific compressors like grammars or Lempel-Ziv. For example, if one builds a bidirectional macro scheme of size $b$ (on which no index has been proposed), one can use it as an upper bound to $\gamma$ and have a functional index of size $O(b \log(n/b))$.

Christiansen and Ettienne [2018] were the first to show that, using a locally consistent parsing, only $O(\log m)$ partitions of $P$ need be considered (see the end of Section 3.1.1). Building on the grammar-based index of Claude and Navarro [2012] and on batched pattern searches (Section 3.1.1), they obtain an index us-

\[^{8}\text{Their actual space is } O(z \log^* n + \log(n/z) + \log \log z), \text{which they convert to } O(z \log(n/z)) \text{by assuming a small enough alphabet and using } z = O(n/\log_2 n).\]
ing $O\left(\log(n/z) + \log \log z\right)$ space and $O\left(m + \log^\prime \left(\log(n/z)\right) + \operatorname{occ}(\log \log n + \log^\prime z)\right) \subseteq O\left(m + (1 + \operatorname{occ}) \log^\prime n\right)$ time,\(^9\) thus offering another tradeoff with time linear in $m$.

Christiansen et al. [2019] rebuild the result of Christiansen and Ettienne [2018] on top of attractors, like Navarro and Prezza [2019]. They use a slightly different run-length grammar, which is proved to be of size $O\left(\gamma \log(n/\gamma)\right)$, and a better mechanism to track secondary occurrences within constant amortized time [Claude and Navarro 2012]. Their index, of size $O\left(\gamma \log(n/\gamma)\right)$, then searches in time $O\left(m + \log^\gamma \gamma + \operatorname{occ} \log^\gamma \left(\gamma \log(n/\gamma)\right)\right) \subseteq O\left(m + (1 + \operatorname{occ}) \log^\gamma n\right)$. By enlarging the index to size $O\left(\gamma \log(n/\gamma) \log^\gamma n\right)$, they reach for the first time optimal time in parsing-based indexes, $O\left(m + \operatorname{occ}\right)$. Several other intermediate tradeoffs are obtained too. Interestingly, they obtain this space in terms of $\gamma$ without the need to find the smallest attractor, which makes the index implementable (they use measure $\delta$, see Part I [Navarro 2020, Sec. 3.10], to approximate $\gamma$). Finally, they extend the current results on indexes based on grammars to run-length grammars, thus reaching an index of size $O\left(g_{rl}\right)$ that searches in time $O\left(m \log n + \operatorname{occ} \log^\gamma n\right)$.

Kociumaka et al. [2020] prove that the original block trees [Belazzougui et al. 2015] are not only of size $O\left(\log(n/z)\right)$, but also $O\left(\delta \log(n/\delta)\right)$. They then show that the universal index of Navarro and Prezza [2019] can also be represented in space $O\left(\delta \log(n/\delta)\right)$ and is directly implementable within this space. The search time, $O\left(m \log n + \operatorname{occ} \log^\gamma n\right)$, is also obtained in space $O\left(g_{rl}\right)$ [Christiansen et al. 2019], which as explained can be proved to be in $O\left(\delta \log(n/\delta)\right)$, though there is no efficient way to obtain a run-length grammar of the optimal size $g_{rl}$.

Tsuruta et al. [2020] use the grammar-based techniques we have presented to build an index that searches in time $O\left(m + \log n \log m + \operatorname{occ} \log n\right)$, by exploiting the properties of a particular grammar: they decompose $S$ recursively into Lyndon words (a Lyndon word is lexicographically smaller than its suffixes), and then build a binary grammar that follows the decomposition, in the hope that the same nonterminals are generated many times. They empirically show that the resulting grammar is only 1.5–2.0 times larger than that of RePair.

\(^9\)This corrected time is given in the journal version [Christiansen et al. 2019].