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The deluge of data in our society has made compression techniques play a fundamental role in data storage and processing
tasks. Despite the amount of data generated every day, the information that the data contains does not grow at the same rate.
For this reason, the collections that have a fast growth are highly repetitive. Some examples of these are, DNA sequences,
repositories of codes, Wikipedia, among others. The algorithms based on dictionary compression schemes have been the most
successful ones in these collections. The most popular of them is the Lempel Ziv (LZ77) parse, however, it has a fundamental
disadvantage, which is that to access random positions in the text, you basically need to decompress the entire text. A second
approach that presents an alternative to this problem is the Context-Free Grammar (CFG). CFGs have proven to be an elegant
and effective compression model. These have been applied to various problems in the literature. In this proposal, we will
focus on the main drawbacks of Grammar-based compressors and self-indexes in repetitive collections.
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INTRODUCTION
At present, the amount of data that people generate is stunning. Every day, 2.5x1030 bytes are created. The 90%
of the data that exists in the world was created between 2016-2017 1. Consider that, currently, Google processes
more than 40,000 searches per second. This massive creation of data has brought along the appearance of new
challenges for the collection, storage, and processing of these large amounts of data.
In this data deluge, compression techniques are fundamental for disk storage and data transfer. There are

two fundamental techniques of compression: lossy (inaccurate) or lossless (exact). Lossless compression can be
reverted to get the original data, while lossy compression loses details or introduces small errors when it tries to
obtain the original data. Lossy compression can be used for images, videos, voice, etc. Lossless compression is
used mostly in texts (strings), where each character matters. Currently, there are large text databases which must
be stored and processed efficiently. The text collections that grow fast are highly repetitive. Some examples of
these are natural language databases such as Wikipedia; DNA or protein sequences and source code repositories.
The principal feature of highly repetitive collections is that most of the substrings in the collection can be

obtained from another one by performing a small number of edit operations. For example, collections of DNA
sequences store many genomes of the same species, and in many cases, these sequences are very similar. Two
human sequences differ only by 0.1% [9]. Another example is Wikipedia, the giant encyclopedia presented a
report where it was shown that there were 20 reviews per article in its content of 10 TB. They also showed that
the tendency was for revisions to grow faster than articles, which increases the repeatability. In this thesis project,
we will focus on collections of highly repetitive strings and therefore lossless compression.

Two fundamental techniques for achieving lossless compression are statistical compression and compression
based on dictionaries. The statistical compression attempts to exploit the frequency of the characters in the text
to obtain a compression close to the entropy of the text [8]. However, it has been demonstrated that methods
based on statistical compression do not perform adequately in repetitive collections [21]. On the other hand, the
compression based on dictionaries tries to exploit the redundancy of the text by creating a dictionary of phrases
and representing the text as a sequence of these phrases. The most successful compressors in this family are
based on the Lempel-Ziv (LZ77) [24] factoring (z size); Context-Free Grammar(CFG) [19] (in size д); Bidirectional
Macro Schemes(MBS) [33] (of size b); and Collage Systems(CS) [18] (of size c).
1https://www.forbes.com/sites/bernardmarr/2018/05/21/how-much-data-do-we-create-every-day-the-mind-blowing-stats-everyone-
should-read/#11b2464760ba
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Lempel-Ziv is, as far as we know, the most popular and effective compression method for repetitive texts.
In addition, it can be executed in linear time [15] and even in external memory [16]. LZ77 has an important
drawback in order to access random positions of the compressed text, it is necessary to unzip it from the beginning.
Conversely, compression based on CFG [19] is an alternative that offers better guarantees in this regard.
CFGs have proven to be an elegant and efficient model for data compression. The idea of grammar-based

compression is well-known since the seventies. Given a textT [1,n], we can construct a CFGGr that only generate
T [1,n]. Then, instead of storing T [1,n], it is possible to store Gr , and consequently, it may be possible to achieve
compression. Although, finding the smallest grammar for a text is NP-complete [4], there are several grammar
construction algorithms that guarantee, at most, a logarithmic blowup on the LZ77 parse [4, 13, 14, 31, 32]. Some
of the best known compression algorithms based on grammar are Re-Pair [23], Sequitur [27] and LZ78 [34]. In
practice, however, Re-Pair has the best performance. Re-Pair algorithm is a heuristic method that runs in linear
time and obtains, in most cases, grammars of size similar to that of the LZ77 parse.

For this reason, RePair has become the compressor of choice to build grammar-based compressed data structures
[1, 3, 7]. However,a critical problem with RePair, is that, despite operating in linear time and space, in practice, it
can be built only on texts that are about one-tenth of the main memory. This impairs significantly its performance
on large datasets.
Oriented to solve this problem, Gagie et al. [12] presented an algorithm that responds well to very large and

very repetitive collections. This algorithm processes a file of 55GB in less than one hour and uses only 650
MB of main memory. Nevertheless, the performance of the method deteriorates when the collection has low
repetitiveness, taking 38h of time and using 15GB of RAM for another collection of similar size. On the other
hand, Nunes et al. [30] presented a new grammar compressor based on the Induced-sorting algorithm of Nong
et al. [29] which presents a competitive compression rate with Re-Pair, compresses much faster, uses much less
memory during the construction and is slower in decompression. The performance of this proposal in large
collections has not been studied, which is interesting because it could offer advantages over the algorithm of
Gagie et al. [12] and RePair.
The CFG has also been used to develop compact data structures capable of extracting information from

compressed texts, these structures are called self-indexes. The self-indexes are Compact Data Structures [25]
that represent the text in a compressed way and allows to count the occurrences of a pattern (count), return
the positions of the original text where these occurrences appear (locate) and extract any substring of the text
(display).

There are few indexes based on grammars [5, 6, 25] and only one of these has a practical implementation [7].
These mentioned indexes present two fundamental limitations: none of them is capable of counting the number
of occurrences without reporting their positions, and all of them are penalized at the time of the locate option by
a factor ofm2 [11], wherem is the length of the pattern. Recently, Navarro [26] presented the first index capable
of counting the occurrences of a pattern of lengthm in O(m2 +m log2+ϵ д). The optimal time for counting is
O(m), consequently, this solution is distant from the optimal one, however, it is the first approach to a solution.

On the other hand Kociumaka et al. [20] built an index using a Run-Length Context-Free Grammar (RLCFG)
[28] with properties of local consistency in a space O(γ logn/γ ) where γ is the size of the string attractor. n
string attractor of a string T [1, ...,n] is a set of positions of T such that, any substring T [i, ..., j] has at least one
occurrence that crosses one of these positions [17]. We say that a grammar that only generates a text T [1, ..,n] is
locally consistent if, given two equal substrings T [i, ..., j] = T ′[i ′, ..., j ′], the sequences S and S ′ of labels taken
from the nodes in preorder of their corresponding parser trees, can be divided in three subsequences S = BNE
and S ′ = B′NE ′, and |B |,|E |,|B′ |,|E ′ | ≤ c , where c is a constant [20].
This index counts the occurrences of a pattern of length m in O(m + log2+ϵ n) time and locate them in

O(m + (occ + 1) loдϵn). These bounds beat the existing state of the art. Furthermore, by increasing the space by a
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factor of logϵ n they can obtain optimal times in both operations. This index, however, has not been implemented
yet, therefore, its practical performance is unknown.

PROBLEM STATEMENT
Nowadays, repetitive collections constitute one of the types of collections with one of the fastest growths. The
grammar-based compressor with the best practical performance of the state of the art (Repair) cannot be applied
to very large repetitive collections due to its large memory consumption. In addition, to storing these data
collections, we want to be able to process them in compact space in order to retrieve relevant information.
Self-indexes are compact data structures that make this possible. Although grammars have proven to be excellent
compression models, there are not many approaches in grammar-based self-indexes for repetitive collections, and
only one of them has a practical implementation. Furthermore, these have some deficiencies. There is only one
index that supports the count operation with time very far from the optimum and the time of the operation locate
of all these self-indexes is affected by a factor ofm2. Recently, new brands of grammar have been developed in
the state of the art. These ones have interesting properties that can be exploited in order to build self-indexes
with better theoretical properties.

RESEARCH GOALS AND CONTRIBUTION
The objective of this thesis is to develop indexes and compression algorithms based on grammars capable of
storing and processing large highly repetitive collections of strings. In order to conduct this research we will
focus on the following topics:
(1) Building grammar compressors for large text: Designing variants of grammar-based compressors with

practical implementations that perform adequately in large highly repetitive collections. Our specific
objectives are listed below.
• To improve the proposal of Gagie et al. [12] in order to make it less sensitive to lower repetitiveness.
• To adapt the grammar compressor proposed by Nunes et al. [30] to use it on highly repetitive collections
with large size

(2) Grammar self-indexes : Designing grammar-based indexes with practical implementations and theoretical
improvements in locating, counting and displaying bounds. Our specific objectives are listed below.
• To improve the existing grammar-based index in order to obtain better times for the locate and count
operations, eliminating the factorm2 that affects them. In addition, we propose to study the impact on
time and space complexity of this improvement in practical performance.

• To extend the current results of the state of the art in grammar-based indexes to Run-Length Grammars,
which are more powerful than Context-Free Grammars.

• To design practical schemes in order to support the operation count in the grammar-based indexes of the
literature.

• To evaluate the practical performance of the grammar-based self-indexes created on other types of
grammar (ex. Induced Sorting) and compare their performance against Re-Pair self-indexes.

• To design a self-index based in a locally consistent grammar that has space bounded by the size of the
grammar and that exploits the local consistency properties to improve the times of the locate, count and
display operations.

HYPOTHESES
We hold two main hypotheses, which are:

(1) It is possible to improve the grammar-based compressors of the state of the art in order to build a compressor
that performs adequately in large repetitive collections.

, Vol. 1, No. 1, Article . Publication date: June 2019.



4 • Alejandro Pacheco Morales

(2) It is possible to improve the Grammar-based self-indexes focusing in the following aspects:
• Memory and time improvement in the building phase.
• Count operation support.
• Locate time improvement.
• Index designing based on context-free grammars and run-length grammars with locally consistent
properties.

METHODOLOGY AND WORK PLAN
Below, we describe our work plan in order to validate our hypotheses and accomplish our objectives.

Grammar Compressors for large collections
In order to achieve our first goal of designing variants for grammar-based compressors with practical implemen-
tations that work adequately on large repetitive collections, we draw the following work plan:

(1) To conduct a review of the literature about the different approaches that have been used for the compression
of large repetitive collections.

(2) To design a new compressor based on the proposal made by Gagie et al. [12] called Big Re-Pair. This
method divides the original text T [1,n] into si phrases using a hash function. These phrases are indexed in
a dictionary, and a second sequence S is formed by the concatenation of indexes corresponding to the si in
the same order of the original text.
Then, the grammar is built applying Re-Pair to each phrase si and to the new sequence S and then combining
both grammars. The problem with this method is that unlike the si for which we can control its size, the
sequence S can be not very repetitive. Therefore, applying directly Re-Pair is not adequately if S is very
large. It is possible to improve this proposal by recursively applying the same scheme to the indexed
sequence S until we obtain a sequence to which we can apply Re-Pair directly.

(3) To evaluate the performance of the compressor proposed by Nunes et al. [30] in large repetitive collections
and compare it against the state of the art. Aswementioned above in our problem statement, the compressors
based on grammar have practical drawbacks in large repetitive collections. The proposal of Nunes et al. [30]
makes better use of memory and is faster than Re-Pair when it compresses the text. In addition, it reaches
a compression ratio close to Re-Pair. These are characteristics that make us expect a good performance in
large repetitive collections.

Grammar Indexes
Our second goal is oriented to designing grammar-based indexes with practical implementations and theoretical
improvements in locating, counting and displaying bounds. For achieving this objective we establish the following
guidelines:

(1) To implement the grammar-based indexes of the state of the art [6, 25] and evaluate their performance
compared to the state of the art of self-indexes based on compression by dictionaries in repetitive collections
[5, 11, 22].

(2) To improve the proposal of Claude and Navarro [6] in order to obtain better times for the operation locate.
The z-fast-trie data structure and the Karp-Rabin string signature have been combined in other indexes
[2, 10, 11] for reducing the prefix search time of them possible partitions of the pattern. The index of
Claude and Navarro [6] can be adapted to use these structures. In this way, it is possible to reduce them2

factor that affects its locate time. In addition, to evaluate the impact of this improvement in the practical
performance of the index.
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(3) To evaluate the performance of the grammar-based indexes in the state of the art [5, 6, 25] on a grammar
constructed with the parser proposed by [30] and to compare them to the results obtained on a Re-Pair
grammar. As we mentioned above, this new parser uses less space during compression than Re-Pair, builds
the grammar faster than Re-Pair and has a very competitive compression rate. These features are very
suitable for the construction of self-indexes. Therefore, it is possible to obtain competitive indexes with
better construction time and better memory usage.

(4) To design new schemes to support the count operation in grammar-based self-indexes and propose practical
adaptations for the existing indexes if it is possible. As far as we know, the only grammar-based self-index
that supports the count operation is [26], therefore the rest of the indexes that we had mentioned can be
improved in this regard.

(5) To extend the obtained results for locating, counting and displaying in Context-Free Grammars to Run-
Length Grammars. The Run-Length Grammars include Context-Free Grammars and are more powerful, for
example for the strings family S = an the smallest CFG takes Θ(logn), while the size of an RLG is O(1).
Therefore, it is possible to improve the results of the state of the art by extending them from CFG to RLG.

(6) To conduct a survey to identify the existent approaches to build grammars with local consistent properties.
By means of the study of local consistent properties in grammar, we will be able to design indexes that
take advantage of these properties.

(7) To design and implement a new self-index based on locally consistent grammar, with better theoretical
bounds than the grammar-based indexes of the state of the art for the operations locate, count and display,
and space bounded by the number of rules of the grammar. As we mentioned before the approach of
[20] uses a Run-Length Grammar with local consistent properties, however, the space of this index is
O(γ logn/γ ) bounded by the size of the smallest string attractor γ , not by the size of the grammar. It were
proved that д ≤ γ , but it is possible to built an index with space O(д) ≤ O(γ logn/γ ).
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