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Abstract. Some decades have passed since the concept of “named en-
tity” was used for the first time. Since then, new lines of research have
emerged in this environment, such as linking the (named) entity men-
tions in a text collection with their corresponding knowledge-base entries.
However, this introduces problems with respect to a consensus on the def-
inition of the concept of “entity” in the literature. This paper aims to
highlight the importance of formalizing the concept of “entity” and the
benefits it would bring to the Entity Linking community, in particular
relating to the construction of gold standards for evaluation purposes.

1 Introduction

Entity Linking (EL) is a task in Information Extraction that links the entity
mentions in a text collection with their corresponding knowledge-base (KB) en-
tries. With EL, we can take advantage of a large amount of information avail-
able in publicly available KBs (e.g., Wikipedia, DBpedia, Wikidata) about real-
world entities and their relationships to obtain semantic information that can
be used to achieve a better understanding of text corpora. For example, in the
text “Michael Jackson was born in Gary, Indiana”, if we can link the men-
tion Michael Jackson with its entry in Wikidata (http://www.wikidata.org/
entity/Q2831), then we know the text is about a U.S. pop singer and can pro-
vide further KB facts about that singer to the reader, etc. Along these lines, EL
has a wide range of applications, including semantic search, semantic annotation,
text enrichment, relationship extraction, entity summarization, etc.

The EL task can be broken down into two main sub-tasks. First, entity
mentions must be located in the text (referred to as “recognition”). Second, those
mentions must be associated with a suitable identifier from the KB (referred
to as “disambiguation”). The overall process can be complicated by a number
of factors. One obstacle, for example, is name variations, where, e.g., Michael
Jackson can be referred to by his full name Michael Joseph Jackson, or also by
Michael or Jackson or M. Jackson, etc. Another major obstacle is ambiguity,
where Michael Jackson can refer to a variety of musicians, actors, politicians,
soldiers and scientists, but only one is the appropriate person. A more thorough
review of EL systems can be found in the survey of Martinez et al. [1]

While the previous challenges for EL are well-known, another more funda-
mental issue is often overlooked by the community: the question of what is an
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Fig. 1. Example annotations produced by four EL systems: AIDA (A), Babelfy (B),
DBpedia Spotlight (D) and TAGME (T ).

“entity”? Though several definitions have emerged about what an entity should
be [2,3,4,5], there is, as of yet, no clear consensus [6,7].

This question has a major impact on EL research, leaving unclear which en-
tity mentions in a text should be linked by EL systems or annotated by gold
standards for evaluation purposes. To illustrate, Figure 1 shows an example
text snippet from Wikipedia and the annotations produced by popular EL ap-
proaches: AIDA [8], Babelfy [9], DBpedia Spotlight [10] and Tagme [11]. Here
we can see how these systems differ in their recognition of entities. Although
most systems correctly recognize and link popular entity mentions like Michael
Jackson, for no entity mention do all systems agree. The fundamental question
then is: which annotations are “correct”? The answer depends on how “entity”
is defined.

2 What is an “Entity”?

For the 6th Message Understanding Conference [2] (MUC-6), the concept of
“named entity” was defined as those terms that refer to instances of proper-
name classes such as person, location and organization, and also, to numerical
classes such as temporal expressions and quantities. Many named entity recogni-
tion (NER) tools and training datasets/gold standards were developed to rec-
ognize and type entity mentions corresponding to these classes. However, re-
searchers later became interested in Entity Linking (EL), where mentions were
no longer simply recognized, but also linked to a reference KB (often using
Wikipedia). Such KBs contain entities that do not correspond to traditional
MUC-6 types so this definition was no longer exhaustive: in Figure 1, while the
people and organizations would be covered under the MUC-6 consensus, the
documentary “Living with Michael Jackson” would not; on the other hand, no
system annotates “2003 ” from the MUC-6 class Timex.

Some authors have since defended the class-based proposal of MUC-6, incor-
porating new classes into the initial definition such as products, financial enti-
ties [12], films, scientists [13], etc. On the other hand, Fleischman [14] proposed
to separate the classes into multiple specific subclasses (e.g., deriving city, state,



country from the class location). Different processes and models can then be ap-
plied for different entity types. In general, however, such class-based definitions
are inflexible, where at the time of writing, a KB such as Wikidata has entities
from 50,000 unique classes, with more classes being added by users. Hence some
authors have preferred more general definitions, but these often lack formal-
ity [3,4]. For example, Ling et al. [7] use the definition “substrings corresponding
to world entities”, but this is cyclical: by using “entity” in the definition, it omits
what should be considered an “entity” in the first place.

Another point of view is to define an entity based on what is described by
a knowledge-base; e.g., Perera et al. [5] define an entity as those described by
Wikipedia pages with no ambiguity. While this avoids class-based restrictions
and offers a practical, operational definition for EL purposes, it too has issues.
Entities are tied to a particular version of a KB, making it impossible to create
general gold standards or to reflect emerging entities that may be added to the
KB in future. Furthermore, Wikipedia has articles for general terms such as
documentary and belt, though as per Figure 1, many tools and authors would
not consider such terms as “entities”, but rather as being general words/concepts
(and thus the subject of a different task: Word Sense Disambiguation (WSD)).

Even if we establish a clear definition for “entity”, we are still left to clarify
what kinds of entity mentions should be recognised by EL. For example, all prior
definitions agree that the singer Michael Jackson is an entity, but in the text of
Figure 1, no definition clarifies whether or not an EL system should recognize
and link the mentions Jackson (a short mention) and/or he (a pronoun) to the
KB entity for Michael Jackson to which they refer; some authors, such as Jha
et al. [15], consider this a task independent of EL called Coreference Resolution
(CR), while others consider it part of EL to disambiguate entity types [16]. Fur-
thermore, in the mention “Living with Michael Jackson”, some authors consider
the inner overlapping mention of “Michael Jackson” as valid [9,17]; others, such
as Jha et al. [15], only consider the larger mention as valid.

In the context of EL, we thus see a lack of consensus, not only on the notion
of an entity, but also on the notion of an entity mention; such disagreement
may explain some of the differences in results for the four EL systems over the
example text of Figure 1. But this lack of consensus undermines the possibil-
ity of collaborative research; for example, as suggested by Figure 1, datasets
labeled under one definition should not, rightfully speaking, be used to train or
evaluate tools developed under a different assumption; this, however, has been
the case [17,15]. In different labeled datasets used in EL for training or eval-
uation purposes, we find that most datasets do not label overlapping entities
nor coreferences; however, SemEval 2015 Task 13 does consider overlapping en-
tity mentions [18], while the OKE Challenge 2016 and MEANTIME datasets
annotate coreferences. In benchmarks, such datasets are then biased toward ap-
proaches adopting similar definitions for entities and mentions; e.g., one dataset
may implictly mark overlapping entities (as produced by Babelfy in Figure 1)
as true positives while others may mark them as false positives.



3 Proposed Solution

We are not the first to identify such issues: Ling et al. [7] draw similar examples
on the lack of consensus on EL, while Jha et al. [15] also identify this problem
and propose a set of rules to serve as best practices for benchmark creation.
While standardizing the creation of EL benchmarks and making explicit the
assumptions under which they are generated is a step in the right direction,
as previously discussed, it is not clear what assumptions should, in reality, be
adopted. Jha et al. [15] propose, for example, that overlapping mentions be
omitted (and, in fact, refer to their inclusion as “errors”) but as discussed,
other authors (including Ling et al. [7]) disagree on this specific issue.

Our position is that the more fundamental question needing to be resolved
in the context of EL is not the semantic question of “what is an ‘entity’?”,
but rather the practical question of “what should Entity Linking link?”. The
answer to this latter question, we argue, depends heavily on the application. For
the purposes of semantic search – for example, finding all documents about US
singers – coreference is not so important since one mention of Michael Jackson
in a document may be enough to establish relevance. On the other hand, for
extracting relations between entities, many such relations may be expressed in
text with pronouns. Likewise an EL process may choose to recognise and link
mentions of terms such as “singer” to the KB to help to apply a more accurate
(collective) disambiguation of neighbouring mentions such as “Michael Jackson”
(as proposed by Babelfy). Any single set of rules or definitions by which EL
should be conducted is, we thus argue, exclusionary and an oversimplification.

Hence our proposed solution is not to provide another unilateral definition
of what EL should consider as an “entity” or an “entity mention”, but rather
to be explicit on the different forms of entities and entity mentions that a par-
ticular EL system may wish to recognize and link. This would involve creating
labeled texts – for training and benchmarking – that make explicit the different
forms of entity mentions present, be they proper names, other terms present
in the KB, overlapping entities, or coreferences. Tools and evaluators may then
choose to explicitly include/exclude whichever entity (mentions) they consider
relevant for their application. Much like the original MUC-6 definitions, we pro-
pose that such labels should be established through consensus in the community
and included in standards such as NLP Interchange Format (NIF) [19]. While
this would add some additional complexity to the generation of labeled datasets
and the processes of evaluation (when compared with, e.g., the proposals of Jha
et al. [15]), we argue that such additional effort is no more than what the EL
community will require as it matures. We would thus like to propose a metric
that takes into account the ambiguity of what is an entity, and that measures
the capacity of an EL system to link different types of entities.
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