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Abstract—Phishing email fraud has been considered as one
of the main cyber-threats over the last years. Its development
has been closely related to social engineering techniques, where
different fraud strategies are used to deceit a naı̈ve email user. In
this work, a latent semantic analysis and text mining methodology
is proposed for the characterisation of such strategies, and fur-
ther classification using supervised learning algorithms. Results
obtained showed that the feature set obtained in this work is
competitive against previous phishing feature extraction method-
ologies, achieving promising results over different benchmark
machine learning classification techniques.

Index Terms—Phishing detection, Text mining, Latent Seman-
tic Analysis

I. INTRODUCTION AND PREVIOUS WORK

Nowadays, in the cyber-crime context, one of the most
common social engineering threats is the phishing fraud. This
malicious activity consists of sending email scams, asking for
personal information to break into any site where victims may
store useful private information, such as financial institutions,
e-commerce and other web sites. By this methods, millions
of dollars are stolen every year, and this number is likely to
keep raising as the internet penetration in our everyday life
increases.

Different text mining techniques for phishing filtering have
been proposed. In [1], Logistic Regression, Support Vector
Machines (SVMs), and Random Forests are used to estimate
classifiers for the correct labeling of email messages. By using
of more sophisticated text mining techniques, Bergholz et al.
([3], [4]) proposed a novel characterization of emails using
a Class-Topic model. For phishing feature extraction several
methodologies have been developed [1], [2], [4], [7], while
for phishing classification data mining approaches have been
used [7], [8].

The main contribution of this work is a feature extraction
methodology for phishing emails that, using latent semantic
analysis features and keyword extraction techniques, enhances
traditional machine learning algorithms used in email filering
(such as Support Vector Machines, naı̈ve Bayes, and logistic
regression).

This paper is structure as follows: In section II, the proposed
feature extraction and selection methodology is presented. The
experiments and results are presented in section III, and final
conclusions in section IV.

II. LATENT SEMANTIC ANALYSIS AND KEYWORD
EXTRACTION FOR PHISHING FEATURES

In this paper the applicability of topic based features for
malicious message filtering is determined by text mining
methodologies. The proposed characterization methodology of
email messages is described in figure 1.

Fig. 1. Feature extraction flow diagram process for phishing messages.

Let the set of features determined by the keyword finding
algorithm be Ω, the set of features determined by a Singular
Value Decomposition (SVD) of the Vector Space Model
(VSM) representation of the corpus be Υ and the set of
features determined by Latent Dirichlet Allocation (LDA) Γ,
and the set of basic structural features be Ξ, then the final set
of features Π that is analysed into the feature extraction step
is given by,

Π = Ξ ∪ ((Γ ∩Υ) ∪ (Ω ∩Υ)) (1)

As shown in equation 1, the final set of features Π is a
combination of structural basic features Ξ, which are inde-
pendent from the other content based features set Γ, Ω and
Υ. However, these sets are not independent from each other.
They are represented by binary features, indicating whether
a keyword or topic is presented in a given message, whose
intersection describes a final set of features that represents a
training set of phishing messages.



A. Keyword Extraction

As proposed in [11], a keyword extraction proceedure has
been used in different web content and web usage mining
applications. The idea is to extract words that represents a
significant meaning from a given set of documents. This
method is based on clustering techniques over the VSM for
a given corpus. In our work, a k-means clustering with the
cosine similarity distance between documents VSM was used.

B. Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) [5] is a model where la-
tent topics of documents are infered from estimated probability
distributions over the training dataset. The key idea behind
LDA, is that every topic is modeled as a probability distri-
bution over the set of words represented by the vocabulary,
and every document as a probability distribution over a set
of topics. By using this text-mining method, different topics
can be extracted and used as input features for the phishing
classification task.

C. Singular Value Decomposition

As described in [9], SVD preserves the relative distances
in the VSM matrix, while projecting it into a Semantic
Space Model (SSM), which has a lower dimensionality. This
allows to keep just the minimum information needed to define
the appropiate representation of the dataset. Furthermore, the
SVD of the tf-idf matrix reveals the underlying semantic
relationship between terms and documents.

III. EXPERIMENTS AND RESULTS

The classification of phishing emails is a natural extension
of text mining, where the most promising classification algo-
rithms are Support Vector Machines, naı̈ve Bayes, Random
Forest, among other text categorization algorithms [10]. Be-
low, the experimental setup, evaluation criteria, and results
obtained are presented.

A. Experimental Setup and Evaluation Criteria

A 10 × 10 cross-validation learning schema using bench-
mark machine learning algorithms on the complete database
characterized with different set of features was developed.
The learning algorithms were implemented using open source
machine learning algorithms: SVMs were constructed using
the libSVM-library [6]; the naı̈ve Bayes model, and the logistic
regression method were implemented in Weka [12].

Feature sets used as benchmark were evaluated over the F-
Measure performance criteria. The list of benchmark sets used
is presented:

1) Structural features1 represented by the feature set (Ξ)
2) SVD features represented by the feature set (Υ)
3) Content-topic features represented by the feature set (Γ)
4) Keywords features represented by the feature set (Ω)
5) SVD, content-topic and keyword features intercepted,

represented by the feature set, F̂ = (Ω ∩Υ) ∪ (Γ ∩Υ).

1In this work, the set of structural features will be the same as the one
presented in [8]

6) All features, considering F = F̂ ∪ Ξ
7) All features F preprocessed by the mutual information

feature selection algorithm.
All feature sets were evaluated using SVMs, naı̈ve Bayes,

and logistic regression classification algorithms. Also, results
for SVMs were compared with those obtained by [4] and
[7] whose experimental setup is based on the same corpus
considered in this work.

Results of this classification task can be described using
four possible outcomes: Correctly classified phishing messages
or True Positives (TP), correctly classified ham messages
or True Negative (TN), wrong classified ham messages as
phishing or False Positive (FP), and wrong classified phishing
messages as ham or False Negative (FN). Given this, machine
learning performance criteria, such as Precision and Recall
can be constructed. In our work, the F-measure (harmonic
mean between Precision and Recall) was used for comparison
purposes.

B. Results and Discussions

1) Topic Model Features: In terms of topic model features
determined by LDA, the F-measure evaluated over benchmark
machine learning algorithms increases as the number of topics
gets higher. In this work, up to 25 topics were considered,
where 30 words for each topic where used in the Γ feature
set (a total of 750 features). In table I, the 10 most relevant
words selected for topics 1, 2, 5, 15, 20 and 25 are presented.

TABLE I
TEN MOST RELEVANT WORDS FOR FIVE TOPICS EXTRACTED BY USING

THE LDA TOPIC-MODEL OVER THE PHISHING CORPUS.

Topic 1 Topic 2 Topic 5 Topic 15 Topic 20 Topic 25
paypal account account grupo bank click
account messag fraudul imagen account visa
secur suspend bank cuenta bankof card
password inform thank para america receiv
protect termin suspend click wellsfargo free
inform warn fraud cliente well credit
verifi legal login googl fargo usernam
click agreement secur bancaria barclay success
access liabil notif nuestro huntington want
assist resolv regard dato client wish

2) Feature Extraction and Selection: By the usage of SVD,
it is possible to define the set Υ, which later is combined
with Ω and Γ according to 1. In our work, the rank of the
VSM matrix was determined as 1780 (less than the total
size of vocabulary (25205) and messages (4450)), which
represents the total size of of the semantically relevant features
for the phishing corpus evaluated. The evaluation of Υ ∩ Ω
(recalling that Ω represents the set of relevant keywords),
whose cardinality is 405, gives a final set of 377 features.
Then, the evaluation of Υ ∩ Γ (where Γ represents the set
of relevant words associated to topics), whose cardinality is
750, gives a final set of 632 features. Finally the evaluation of
(Υ ∩ Γ) ∪ (Υ ∩ Ω) gives a final set of 1002 features, which
together with Ξ (the set of structural features), the final set is
composed by 1017 binary features.



3) Benchmark Algorithms Results: As presented in fig-
ure 2, results for all benchmark machine learning algorithms
indicates that the feature selection procedure over the F
feature set is the best experimental setup, were all three
algorithms achieved their maximum values for the F-measure.
It is important to notice that in all single evaluation feature sets
(Ω, Υ, Γ and Ξ), the best performance was obtained in the
topic-model feature set (Γ). This result was expected, given
that the words associated to the topics extracted have a more
accurate representation of the malicious set of documents.

Fig. 2. F-Measure for all benchmark machine learning algorithms evaluated
over the different feature sets.

Figure 2 shows that feature selection algorithm is relevant
for improving performance measures. F-measure results for
the SVM algorithm increases from 99,01% to 99.58%m, for
the naı̈ve Bayes increases from a 97.23% to 98.81%, and
for logistic regression the F-measures rises from 98.22% to
98.93%. This results are far from their initial evaluation for the
simplest feature set (Ξ), where reported F-measures for SVMs,
naı̈ve Bayes and logistic regression are 88.24%, 84.12%, and
86.30% respectively.

IV. CONCLUSION

In terms of characterization of malicious messages, all
proposed feature sets reported different levels of performance
over the benchmark classification algorithms. The combination
of topic-model features and keyword features, filtered by those
SVD words and filtered by a mutual information feature
selection, presented slightly better results than state of the
art feature extraction methods for phishing messages. This
characterization is fundamentally based on latent semantic
analysis over the email message corpus, where clustering
techniques for determining topics and keywords are enhanced
by an SVD reduction of the tf-idf representation of the corpus.
The independent feature sets reported the highest values for
the F-measure criteria for the topic-models features (Γ), and
the lowest values for the structural features (Ξ).

The machine learning approach for malicious message
classification reported interesting results according to the
evaluation criteria of benchmark algorithms. The classification
performance evaluated over different sets of features, indicates

that the SVM algorithm, based on the structural risk minimiza-
tion, outperforms other machine learning algorithms, such as
generative models represented by naı̈ve Bayes, and discrimina-
tive classifier models represented by logistic regression. This
supports the ussual preference of SVMs for classification tasks,
specially in text-mining applications.
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