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Abstract

We revisit the problem cinonymous communicatipin which users wish to send messages to each
other without revealing their identities. We propose a héreenework to organize and compare anonym-
ity definitions. In this framework, we present simple andcical definitions for anonymous channels
in the context of computational indistinguishability. Thetions seem to capture the intuitive proper-
ties of several types of anonymous channels (Pfitzmann amhtidpp 2001) (eg. sender anonymity and
unlinkability). We justify these notions by showing theytually capture practical scenarios where in-
formation is unavoidably leaked in the system. Then, we acamphe notions and we show they form
a natural hierarchy for which we exhibit non-trivial impigons. In particular, we show how to imple-
ment stronger notions from weaker ones using cryptograpthydammy traffic — in a provably optimal
way. With these tools, we revisit the security of previousramous channels protocols, in particular
constructions based on broadcast networks (Blaze et aB)2@@onymous broadcast (Chaum 1981),
and mix networks (Groth 2003, Nguyen et al. 2004). Our reggilte generic, optimal constructions to
transform known protocols into new ones that achieve tlmngst notions of anonymity.
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1 Introduction

Anonymous channels allow users to send and receive mess#fest revealing their identities. There are
many applications for such channels, from protecting “tiiblowers” or guaranteeing source confiden-
tiality in crime tips, to offering access to medical inforioa to potential patients without fear of embar-
rassment, or protecting voter privacy in electronic vof{i2g, 43]. Chaum [14] initiated the modern study of
anonymous communication by introducing the concept of nebavorks (ormix-net3. A mix-net is a pro-
tocol in which messages (say, emails) traverse severano@r mixers) and, in the process, are “mixed”
with other messages with the intention that the relatiohéadriginal sender be lost. Since Chaum’s seminal
paper, research in the area has been extensive, from cemepeinet proposals (see [47, 1, 39, 25, 33, 59]
among many others) to very practical protocols based onmeig-(eg. [29, 34, 40, 17, 51, 19] and refer-
ences therein). But mix-nets are not the only method to implg anonymous communication. DC-nets
(also known as anonymous broadcast networks), also pra@ise by Chaum [15] and later improved by
many others [10, 57, 58, 32], allow broadcast of messagdwutitdisclosing the sender identity. At least
initially, most of the effort was put into improving the efiticy and reliability of the constructions, so infor-
mal or ad-hoc definitions were common. Indeed, only receghtiyneed for general (and sound) definitions
for these types of primitives has drawn some attention. kawa [24] and Nguyen et al. [44], in particular,
give strong definitions for “proving shuffles” (shuffles ahe tbasic mixing operation) and Wikstrom [59]
presents a formal definition of mix-net in the UC model [13he$e definitions, although helpful in the
design and analysis of mix-nets, do not provide a definitibarmnymous channels per se. Indeed, the
absence of good anonymity definitions that capture realisthcerns motivated this work.

OuR CONTRIBUTIONS. We present a novel framework to organize and compare anpngefinitions. In
this framework, we formalize the notions of unlinkabiliggnder-anonymity, receiver-anonymity, sender-
receiver anonymity, and unobservability, giving them netepng indistinguishability-based formulations
without compromising the standard “intuitive” meaningyth@ve in the literature [46]. We also introduce
new notions, namely sender unlinkability and receiverniability. These notions, while arguably weak,
can be used to implement some of the stronger notions. Thdormally prove some folklore results: we
show that sender-receiver anonymity implies both sendenyanity and receiver anonymity, that sender-
anonymity and receiver-anonymity (both separately) imyplinkability, and that unobservability implies all
the other properties. In the other direction, we presenégeilack-box transformations from any “weak”
anonymous protocols (eg. sender unlinkability, unlinkghior sender anonymity) into protocols anony-
mous under “stronger” notions (like sender-receiver anttyor unobservability). These transformations
are provably optimal in terms of message traffic. We thensiete anonymity of constructions based
on broadcast channels, DC-nets and mix-networks, givingxact characterization of the anonymity they
provide in our framework.

1.1 Coping with Information Leaks

There have been several attempts to characterize thevatpibperties anonymous channels should have.
Most proposals so far seem to fall into two categories: (ay thresent intuitive but weak definitions (tar-
geted to particular applications with efficiency in mindj,(b) they present strong definitions with often
impractical implementations [6, 28, 16]. We seek to bridgie gap by providing strong definitions which
can be tailored to specific practical scenarios.

We identify factors or conditions that may realisticaliijit anonymity. These conditions are on spe-
cific information that, in principle, may be unrealistic tesame hidden from the adversary. Consider for
example,



Anonymity Variant | Mnemonic Notation]

Sender Unlinkability (3,V)
Receiver Unlinkability U, %)
Sender-Receiver Unlinkability (3,%)
Sender Anonymity (7,U)
Receiver Anonymity (U,?)
Strong Sender Anonymity (7,%)
Strong Receiver Anonymity (2,7
Sender and Receiver Anonymity (#,#)
Unobservability (7,7

Table 1:Anonymity variants and their associated mnemonic notafitve notatior( X, Y') encodes what information
is not assumed to be protected by the definition (ie. the meganfiX andY’), and from whom the information comes:
from each senderX), or each receiverX(). ‘U’ stands for ¥al ues of the nessages sent/received”,
‘Y for “nunber of nessages sent/received”, ‘# for“total nunber of messages”, and'? for
“not hi ng”.

(a) Total network flow is usually public: the total number of messages sent in a system is likely to be
known to any party in the system, even external observers.

(b) Amount of traffic per party is hard to conceal: the number of messages sent or received by a
particular party is often easily inferred by an observehim party’s network vicinity.

(c) Values sent or received by each party are not necessarily prate: the value of each messagsent
or received by a particular party could be guessed, knoweayen influenced by an adversary.

A proper definition of anonymity should take these “leakdbiaccount but hide any additional information:
hide everything except what follows from the potentialgkerl information This idea is already present in
security definitions of other cryptographic primitives.riexample, ifE is a semantically secure encryption
function [30], it is standard to assume a ciphert&Xin) hides all partial information about a message
except its lengthm/|. This is becausgn| can only be hidden at the cost of unnecessarily increasmgitte

of E(m). In fact, the definitions in this work are inspired by the stdiguishability-based formalization
of semantically secure encryption in [30], which guarasté® hiding of all information on the plaintext
other than the plaintext length. Similarly, an anonymouanciel should hide all information about the
communication except for (some of) the information mergrabove. In this work, we study the possible
combinations of the conditions (a),(b), and (c) above, amalyae the resulting notions. There are nine
(potentially different) notions. Named following the iiitian in [46], they are summarized in Table 1.

Toy examples of the traffic patterns protected by all vasiane shown in Appendix BSender Unlink-
ability andReceiver Unlinkabilityare the weakest notions of anonymity we consider. A protacsénder
unlinkable if it hides any relation between senders andivecebeyond what is implied by the total size of
messages sent by each party and the specific values of thagaeseceived by each party. Its dual notion
is Receiver Unlinkabilityin which the roles of sender and receiver are reversed. Caupda Receiver
Unlinkability, Sender and Receiver Unlinkabiligr simply Unlinkability) strengthens the requirements for
the sender, hiding the message values sent and receivedthoecessarily the total size of messages ex-
changed by each party. A stronger notiosender Anonymitgs the number and values of messages for the

1 We distinguish two properties for each message: its vahat, is, the data opayload encoded in the message, and its
destination.



sender must remain hidden (but not the values of the recensdages for each party). Compared to Sender
Anonymity, Receiver Anonymitgimply reverses the roles of sender and receiver. Furtremgthening of
these notions arBtrong Sender Anonymifsesp.Strong Receiver Anonymjtin that protocols can afford to
leak at most the amount of traffic per receiver (resp. pere®@ndihe strongest notions asender-Receiver
Anonymity andUnobservability They differ in that the former may not protect the total natkvflow (ie.

the total number of messages exchanged), while the lattet hide this information.

1.2 Strong, Formal Definitions

We adopt an indistinguishability based formalization unalkich the adversary produces two message ma-
trices (which encode message senders and receivers indastamay), is allowed to passively observe the
execution of a communication protocol under a random onéesd two matrices and then is required to
have non-negligible advantage in determining under whidhe two matrices the protocol was executed.
Within this framework, each different anonymity variantdisfined by requiring the adversary to produce
two matrices whose “leaked” information is the same. Morecizely, if for any message matri¥ the
anonymity variant assumes a certain informatjtfd/) may not be protected (it may be “leaked”), then
the two matrices\/, M’ produced by the adversary must satigfy)/) = f(M’). Indeed, the notions cor-
responding to the different anonymity variants mentionethé previous section follow from instantiating
function f with the appropriate function (eg. one that computes the@fkatessage values sent per party,
their number, or the total number of messages, for exam@ely. formalisms build on definitional ideas
used for encryption [30, 42, 27] and signatures [31]. Reaggrddversaries, an often adopted adversarial
type is that ofhonest-but-curiougor passive) adversary, one where the adversary obtairiatdreal state

of the corrupted party, but the party continues to follow pinetocol. For simplicity of exposition, we con-
sider passive adversaries with no corruptions (also calleside[20] or global passive adversaifp2]) as

it captures most of the subtleties of our model. Extensiorallow (passive) corruptions are discussed in
Section 6. We also stress that our results apply to protaeitisfixed number of participants.

Since the adversary can freely choose the values and destmaf all messages in the protocol (ie. the
message matrix), it follows that a protocol anonymous urligrdefinition must hide all partial informa-
tion on the message matriX except for what is implied by the known informatip(\/). In particular,
sources and destinations of the messages are hidden upaxtéimé that they do not follow from the known
information. This is a quite strong guarantee.

We stress that we present an unified frameworlafbthe proposed anonymity variantg/e believe this
facilitates the organization and comparison of the notemwell as future extensions.

1.3 Comparing Notions

The indistinguishability-based definitions presentedhiis paper appear to capture the concerns of most
intuitive but informal notions of anonymity proposed in thast [46]. Indeed, in Section 1.4 we argue that
previous anonymity formalizations in comparable networbdels are implied by some of the proposed
notions. In addition, we compare the new notions to eachrofftee comparison is in terms of reductions.
We say notionA implies (is stronger than) notioB if any protocol satisfying4d can be used to achieve
B (via a possibly different protocol). A difficulty arises ifavassume point-to-point channels between
parties. In this case, protocols for all notions exist beeanf general secure multiparty computation results
[6, 28, 16], which makes the notions trivially equivalento dvoid this pitfall, we assume that the only
communication channel between the parties is an idealizesion of a protocol achieving notiaa, and
then we show how to implement a protocol that achieves naliom this setting. The communication



channel is idealized in the sense that parties only seeptg/mutput behavior. This effectively gives us
black-box reductions.

ResuLTs We show three types of reductions between the anonymityidefis: (1) Trivial reductions,

in which given a protocol for notiom, the same protocol achieves notiéh (2) Reductions that use
cryptography, and (3) Reductions that use “padding” (omidwy traffic”). Interestingly, in terms of the
reductions, cryptography and padding do not appear exeladugy Our results suggest that in the reductions
that require cryptography padding does not help, while as¢hwhere padding is necessary, cryptography
does not help.

TRIVIAL REDUCTIONS. There exists a partial order of the notions, starting fromweakest ones, sender
unlinkability and receiver unlinkability, and ending inettstrongest one, unobservability, such that if a
protocol achieves a certain notion then the same protodubees any weaker notion. These relations
give formal justification to previous informal statementgls as sender-receiver anonymity implying both
sender anonymity and receiver anonymity, or that unobbdityaimplies all the other notions. Interestingly,
there is no trivial relation between sender anonymity,nkability, and receiver anonymity, which indicates
the definitions address incomparable security concerng4dfy however, it is argued that Unlinkability
(called “relationship anonymity” there) is a “weaker pragehan each of sender anonymity and recipient
anonymity”. The disagreement disappears when one notie¢sunder our definitions, such relation is true
betweenstrongsender (or receiver) anonymity and unlinkability. Our feamork allows us then to clarify
an implicit assumption in [46], namely that messages in #fiions of sender and receiver anonymity are
private.

UsSING CRYPTOGRAPHY. Under standard computational and setup assumptions, eve thiat anonymity
notions that reveal message values are not intrinsicallgkerethan those that keep these values private.
In particular, we show reductions from unlinkability to gen (or receiver) unlinkability. We also show
that strong sender (resp. receiver) anonymity is not wetir sender (resp. receiver) anonymitf.he
assumptions are standard, namely PKI and key-private semnaryption schemes [4]The reductions are
computationally efficient and do not have message overhehey-introduce no new messages — therefore
optimal in terms of communication.

USING “PADDING”: We conclude showing that our strongest anonymity noticersbe achieved starting
from much weaker anonymity notions, but at a cost of messffigeeacy. In a nutshell, the reductions show
that unobservability, sender-receiver anonymity, streggder (or receiver) anonymity, and unlinkability are
actually equivalent. They also show that neither senderew®iver unlinkability are stronger than sender
or receiver anonymity. These reductions do introddieemy traffiqiie. extra empty messages) but no more
than necessary — they have optimal message overhead. Hukezions do not require computational or
setup assumptions, and are computationally efficiéftte results are summarized in Fig. 2.

1.4 Comparison with Previous Anonymity Notions

In this section, we compare the proposed variants with amdgyvariants suggested previously in the
literature. When necessary, we relax those definitions tegmaur adversarial model (passive adversaries
with no corruptions).

2 This proof actuallyjustifiesthe assumption made in [46] mentioned before. We stressHisds not obvious since anonymity
does not necessarily implies message privacy, or viceversa

% In fact, based on preliminary results, we conjecture coatfrial or setup assumptions are also necessary.

4 The reductiongo Sender Anonymity, Strong Sender Anonymity, and Unobsélitiabequire the extra (but rather mild)
assumption that a known upper bound on the total network fiaggsi®e See Proposition 4.6 and remarks at the end of Sectton 4



INDISTINGUISHABILITY-BASED DEFINITIONS. Beimel and Dolev [3] define anonymity in terms of com-
putational indistinguishability of the adversary®w(i.e. the messages and any extra information obtained
by the adversary) in two cases: when paffysends a message to pafly, and whenP; sends a message
to Py, for anyi,j,7,j'. Given that [3] does present protocols for multiple sendars see the defini-
tion as somewhat unsatisfactory in the following sense. ddfaition does not specify how the messages
and destinations for partieB, # P, are selected. If they are chosen either arbitrarily (butséume for
both views) or with some probability distribution, then wancshow they are strictlweakerthan sender-
receiver anonymity. The alternative, choosing the inpatspartiesP, # P;, arbitrarily but different in
each view, might work (be equivalent to sender-receivengmity) although it is unclear without a formal
statement. A similar concern can be raised on the definittopgsed by von Ahn et al. in the context of
k-anonymity [56]. (Essentially the same definition for theeaf a fixed receiver).

Golle and Juels [32] present a definition of anonymity (whilcly called privacy) in the context of DC-
nets [15]. In the definition in [32], a successful adversanstistinguish between an execution whéxe
sends a message to some pdarfy and one in which?, sends a message to some pdarty;, whereb is

a bit chosen uniformly at random amhknownto the adversary. The rest of the parties sends messages as
instructed by the adversary. Unfortunately, this definitsuffers from a problem similar to the one above.
The adversary is unable to exploit possible correlatiortsvéen the destination aP;’'s message and the
destination of some other parfis’'s message. Consequently, this definition can be shown tdrioys
weaker than our definition of sender anonymity. Luckily, Bi@-net in [32] is strong enough to be proven
sender anonymous (see Section 5.2).

OTHER CLOSELY RELATED DEFINITIONS Nguyen et al. [44] define privacy of a shuffle by a similar ex-
periment to ours (a notion called indistinguishability endhosen permutation attack or IND-C&Ander

an active adversary). In their definition, the adversaryosls two permutations under which the messages
are shuffled and must distinguish which one was used. Tradsta our setting, their definition restricts
message matrices to be permutations such that each pady eeactly a single message. Also, it does not
account for the types of information leaks we consider. Tdmamarison is somewhat unfair, as their concern
— privacy of a single shuffle — is different than ours.

Another related definition was suggested (rather impjichly Ishai et al. in [38]. There, Ishai et al. de-
scribe a functionality for anonymous communication (synaous setting with rushing). When paired with
the appropriate notions of multiparty computation [12]denour adversarial model), their definition be-
comes a special case of ours, namely Sender Anonymity (S#8ir Work [38], however, does not explore
the proposed definition but instead use it to prove the sgcafiother (non-anonymity related) crypto-
graphic protocols.

Recently and independently from our work, Feigenbaum ¢23].presented a definition of anonymity
which, although it was specially tailored to the onion-mgtsystem Tor [19], is closed to ours in spirit.
In their work, several variants of anonymity are defined imit® of indistinguishability of configurations,
where configurations may include values and destinationesfsaiges sent by parties in the system. When
considered under our adversarial model, their definitidferdi from ours as there the indistinguishability
property is explicitly expressed in terms afcuits (a routing path of a given message sent in any onion-
routing system) and messages/actions on them, while ourititefi does not assume onion-routing-type
of operation nor any particular underlying communicatigstem. And, while our definition does seem
to capture a wider variety of anonymity variants, the debnitin [22] does allow an (arguably) stronger
adversarial model. None of the definitions above incorgararovisions to deal with “leaked” information
on the granularity done in the present work though.



1.5 Related Work

Dolev and Ostrovsky [20] present “xor-trees” protocols,eameralization of DC-net into a spanning tree,
which they prove secure under a notion based on the concepboofymity set (see below). Similarly, Pfitz-
mann [45] proposes the notion éfanonymity — further developped by [56] — which can be seearas
extension of the DC-net model to more practical graph atrest (which partition the parties intosized
autonomous groups). Another approach was proposed by RackbSimon in [49]. They describe a pro-
tocol for anonymous communication based on sorting netsyaskich is shown to satisfy some statistical
mixing properties. Relaxations to weaker adversaries weargosed by Reiter and Rubin [50] and Berman
et al. [7]. Both works presented alternative notions of gmaity as well as efficient constructions assuming
an adversary that does not monitor all communication cHanri@amenisch and Lysyanskaya [11] give a
formal definition of onion routing [29] (along a provable gee protocol) but they explicitly avoid defining
anonymous channels.

An alternative characterization of anonymity has beenutjnothe concept of anonymity set [15, 40].
The anonymity set is defined as the set of parties that cowel $ent a particular message as seen from the
adversary [46]. Follow up works [40, 53, 18] have proposed dearacterizations of anonymity, mostly in
terms of the probability distributions the adversary assip each party in order to represent the likelihood
such party is the sender of a message. Definitions based malfonethods have also been proposed [55,
37, 52, 41, 26]. Finally, it is worth noticing that Hughes aldmatikov [36] also present a framework to
formalize and compare different notions of anonymity asedbere. Using the domain-theoretic primitive
of function-view they model different notions of anonymitshere information leaks can in principle be
factored into the model. Their results, however, are noediately comparable to ours, as they focus only
on non-probabilistic observers (adversaries) while oars lwe probabilistic as long as they are efficiently
computable.

ORGANIZATION: The rest of the paper is organized as follows. Section Eodloices some notation and
details on the execution model. Then, in Section 3, we ptabenformal definition of anonymous chan-
nels. Section 4 presents implications between the notisngedl as proofs of their optimality in terms of
communication. Then, in Section 5, we revisit previouslygmsed anonymous protocols and examine their
security in the current framework. We conclude in Sectionghtioning some extensions to the model.

2 Preliminaries

MODEL AND NOTATION: We consider a system of partiesP, ..., F,, wheren is polynomial in the se-
curity parametek € N, connected to each other by point-to-point communicatlanaoels. We distinguish
two (possibly overlapping) types of parties: senders agéivers. For any two finite setsandB, let AW B
denote the multiset union (also called sum or join)oénd B, and|A| denote the size of multiset. By
convention, we assume thigj-th element of any matrid/ = (m; ;); ;e[ is denoted byn; ;. As usual,

MT denotes the transpose of any matbik andm; , = (mm)je[n] a matrix row.

MESSAGES We letV = {0,1}* denote the message space where ¢(k) for a polynomial/(-). The
collection of messages sent by parties as well as theirmgeiths is am x n matrix M = (m; ;); jejn);
called themessage matrix-or row index: and column indey, m; ; € P(V) is the (multi)set of messages
from party P; to partij.5 The sizeof matrix M, i.e. the total number of messages sent, is denoted by

® We abuse the notation and we see element®@f) as multisets. This extension is needed to consider pattsssend
duplicated messages to the same receiver (see Section 4.2).



‘M’ déf Zi,je[n
ADVERSARIES AND PROTOCOL EXECUTION: In our setting, adversaries are (possibly external) PRT pa
ties in the system which can passively monitor all the compation between parties. We consider only
passive adversariethat do not corrupt any party but are able to read (but not)adtiéthe messages ex-
changed by the parties. A protocolis a sequence of instructions that all parties (senders egalvers)
must follow. The instructions involve local computatiormradgpoint-to-point message exchanges between
parties. Our execution model is a special case of the modskpted by Canetti [12] (since we consider
only passive adversaries). Given a message matfrixve define the execution of protocelwith input M
under adversary, as the process where each patpfollows the instructions of protocet using as input
the i-th row m; , of matrix M. In this process, we allow the adversatyto obtain a copy of all messages
exchanged in all communication channels. We say protot®amessage-transmission protoghifor any
PPT adversaryl and any message matri¥, each receiveP;’s local outputy; after executingr on input

M equals the multiset);c ,;m; ;.

J mi).

3 Security Notions

Our definition is formalized in amdistinguishability-type experimefallowing similar approaches used in
the formalization of semantically secure encryption scbeip]. We define anonymity via axperiment

or game in which there are two “worlds” (world and world1). We allow the adversary to choose the
messages (values and destinations) sent by each partynwealcl. These choices are represented by two
message matriced/(*) and M. Then, worldb € {0,1} is chosen uniformly at random, and message-
transmission protocat is executed by all parties on inpatf(?). We measure the adversary’s success in
terms of her ability to distinguish the two worlds.

Our definition is inspired by the standard game used to de@nastically secure encryption scheme,
namely theleft-or-right characterization of IND-CPA [5]. There, the adversary @a#bily chooses two
messages of the same length, is returned an encryption eidamaone of the two messages and then is
required to guess under which message the encryption wasajed. The adversary’s inability to distin-
guish the plaintext underlying in the ciphertext effedymeans she cannot compute any information on
the plaintext except its length [30, 5]. Similarly, the défon of our anonymity game guarantees that no
information can be efficiently computed on the destinatiointhe messages sent during the protocol.

As mentioned in the introduction, one important differefisgween our formulation and the left-or-
right game mentioned above is that we restrict the advessalnpices of the values and destinations of the
messages to capture what is known to the adversary. Theasetiass are captured as follows. Lt, fs,
and f4 be functions that map matricég = (m; ;); je|) iNto P(V)", N", andN respectively, defined by

fulM) = (Wjcpmij)icn] »
def
o) = () Imigl)ie and
J€[n]
def
fe(M) = [M].

Also, let I (M) © fu(MT), and fL (M) & £ (MT). Associated to each functiofithere is an equiva-

lence relationR; C M, (P(V))? where(M, M) € Ry if and only if f(M) = f(M’). For simplicity,
we denoteRy = Ry, R = Ryr, Ry = Ry, R = Ryr,andRy = Ry,



| N | Notion | Description ofRx

SUL | Sender Unlinkability Rsyu ¥ ReynRY

RUL | Receiver Unlinkability Reot & Ryn RL

UL | Unlinkability Ry % RynRE

SA | Sender Anonymity Rsp & RY

RA Receiver Anonymity RRra def Ry

SA* | Strong Sender Anonymity | Rsa- RL

RA* | Strong Receiver Anonymity Rga~ def Ry

SRA | Sender-Receiver Anonymity Rsga def Ry

UO | Unobservability Ryo & Msin(P(V))?

Figure 1:Anonymity variants and their associated relatidts.

We are now ready to present the main definition. Givemdgorarty message-transmission protoeol
an adversaryd, and labelN € {SUL,RUL,UL,SA,RA, SA* RA* SRA,UO}, consider the experiment
Exp?”;a”m(k) described below. The experiment is parameterized by Bhealkhich determines the re-
lation Ry considered. Relatiofy is defined in terms of?y,R{},Rs,RL and R, according to the ta-
ble in Fig. 1. We define the success probability of adversarmttacking protocolr under notionN as

AdvN (k) € 2 Pr | ExpN;*"" (k) = 1 | — 1 where the experiment is defined as follows:

Experiment Expl ;“"" (k)
b & 10,1}, and(M O, MDY — A(k)
it (MO M®M)) ¢ Ry then return 0
else Executer on input} () under adversaryl until A outputs a bit.
if (b= g) return 1 else return0

Definition 3.1 (Anonymous Channels)A message-transmission protocol achievesN-anonymityfor
N € {SUL,RUL,UL,SA,RA,SA*, RA* SRA,UO}, if for all PPT adversaries4, the quantity
Adv) " (k) is negligible ink € N. I

4 Relation between the Notions

In this section, we show implications between the notione.stdrt by formalizing the type of reduction we
use.

BLACK-BOX IMPLICATIONS: As mentioned before, we consider a simplified network wiieeeonly com-
munication channel between the parties is an idealizedemghtation of a protocol satisfying a certain
anonymity notion/Ny. We say notionV; impliesnotion N» (or alternatively thatV, reduces taV,), de-
noted byN; — Ny, if there exists a protocal() with access to the idealized communication channel such
that, for every protocot, the following holds: ifr achievesV;-anonymity, thed™ achievesV,-anonymity.

REsuLTS Our results are summarized in Fig. 2. We first describe samg Enplications, most of them
folklore results, which until now remained without formabpf. An interesting aspect of the result is that
the transformation which enables the reductions is thetityefunction. Therefore, some definitions are
stronger than others in the sense that any protocol aclgi@rie definition also achieves the other one.
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D2Sink Comp

Comp

Figure 2:Relations among notions of anonymity. Arrows labetedv denote trivial implications (Proposition 4.1)
and those labele@omp denote implications under computational assumptions (har.2). Arrows labeled2Sink
andD2A11 denote implications that use the transformation of the saame (Proposition 4.6 and Proposition 4.7
respectively). Implications obtained by transitivity @t drawn.

Proposition 4.1 The following implications hold unconditionallyO — SRA — SA* — SA — SUL,
SRA — RA* — RA — RUL, SA* — UL — RUL andRA* — UL — SUL. 1

Proof of Proposition 4.1: First, we notice that, by definitioRRy C Ry, C Ry andR}, C RL C Ry. The
results follows easily from these relations. We illustrdtis by proving the implicationJL — SUL. The
other implications are similar. In order to prove thdt — SUL, it suffices to show that, for any protoco)
given a goodsUL-adversaryA, there exists a goodL-adversaryA’. SinceRa C ng, then it follows that
RsyL C RyL and, in consequence, aByL-adversaryA for protocolr is also aL-adversary for the same
protocol, so takingd’ = A sufficesl

4.1 Implications under Computational Assumptions

In this section, we show that, under some standard setup @mgutational assumptions (hamely PKI
and key-private secure encryption [30, 4]), some of theomgtiare equivalent in the sense that a protocol
achieving one definition can be efficiently transformed msmilar protocol achieving the other definition.
In particular,RUL,SUL, andUL are all equivalent, as well &\ andSA*, andRA andRA*. The assumptions
and their formalization are reviewed in Appendix A.

Lemma 4.2 Assume key-private semantically secure public-key ertmgpschemes and PKI exist. Then
SUL — UL, RUL — UL, SA — SA* andRA — RA*. 1

For each implication of the lemma, the structure of the pisdhe same and is divided into two steps. To
prove that notiorlN implies notionIN’, we first define an intermediate notion, calledN-anonymity(or
value obliviousN-anonymity which we prove is implied byN, that is,N — I-N. Then, we prove that
I-N— N'. Interestingly, the proof thaV — I-N is the same folN € {SUL, RUL,SA,RA}, so we present

it only once, first. The new notions, although somewhat teethnare the natural extensions of relatidig
and R'ﬂ to capture indistinguishability of the values instead ofi@ily. Proving that the resulting notion
I-N is in factimplied by the original notiorN is nonetheless non-trivial.
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Let N € {SUL,RUL,SA,RA}. Given N-anonymity, we define notioli-N-anonymity using an ex-
periment similar to that underlying the definition Bf-anonymity. In fact, the only difference is that the
adversary can specify two PR&mplingalgorithmsG(®) andG™) from where the elements of the challenge
matricesM (9, M (D) are drawn. The only restriction is thaf? andG(") must induce computationally in-
distinguishable ensemblé@s.Intuitively, this experiment decouples the adversary’stom over message
values and message destinations. Matritg8), /(1) specify the adversarial choices for sources and des-
tinations of messages, while the sampling g&if®), G(1)) specifies distributions for the message values.
Details follow.

Letk € N be a security parameter. For simplicity, assume that eati paly sends a single message to
each other part§.Two algorithmsG(© (., .) andG()(., -) form anindistinguishable sampling paif each is
PPT on the firstinput, and the ensemb{e&®) (k,a)}, _ .o\, and{G" (k,a)}, ., ..,  are computational
indistinguishable. We say PPT algorithmis alegal adversary if, on input, A’s first output is a tuple
(MO, ™ (GO (GM)) whereM @) M) are message matrices af@?), (G(V) is the encoding of
an indistinguishable sampling pair. Given a legal advgrsgrwe define the experimeﬂxpﬁ’l}‘“"m as
described below. The corresponding success probal@iﬁiyfrjf‘“m"(k) of adversaryA is defined in the
usual way.

Experiment Exp} """ (k)

b < {0,1}, and(M©, MM (GO) (GW)) — A(k)

it (M©, M) ¢ Ry then return 0

else ParseM (¥) as(mgg.))i,je[n] andM (@) as(mgb))i7j€[n}
Foralli,j € [n],alld =0,1,

if mg? # 0, then setmgf? &G (k, mg?), or mg? « { otherwise.

MO — (mg,(;))i,je[nl and M) — (mg,lj))i,je[n]
Executer on input} () under adversaryl until A outputs a big.
if (b = g) return 1 else return0

For completeness, the formal definition is presented next.

Definition 4.3 LetN € {SUL, RUL, SA,RA}. A message-transmission protoacchieved-N-anonymity
if for all legal PPT adversaried, the quantityAdvfr"f‘“"O"(k) is negligible ink € N. 1

We obtain the result of the lemma from the following two prsitions. The first one shows thAt —
I-N for any notionN € {SUL, RUL, SA, RA}, and the second one proves the results of the lemma starting
from I-IN. Intuitively, this proposition states that the adversagbility to choosethe input values for the
messages does not weaken the notion of anonymity.

Proposition 4.4 LetN € {SUL, RUL, SA, RA}, and letr be a message-transmission protocol that achieves
N-anonymity. Theny achieved-N-anonymity. |

Proof of Proposition 4.4:  Fix N € {SUL,RUL,SA,RA}. In this case, it is easy to see that for any two

message matricel/ (0) = (mz(-g))z,je[n] and M) = (mz(-,lj))z,je[n] that belong to relatiory, there exist a

6 At first look, this type of adversary may seem artificial, as tastrictions on the sampling algorithms cannot be effilien
tested. Nonetheless, this is all we need, as Propositioshb®'s that for each implicatiohN — N’ any N’-adversary can be
transformed into this type d-N-adversary, which in turn Proposition 4.4 shows can be ntpye an “regular’N-adversary.

” The implications still hold if more than one message is ergad between each pair of parties although the proof becames
little more involved.

12



permutationp: [n]? — [n]? mapping each pair of indexés j) into another paifi’, ;') = p(i, j) such that

m(o) m®) = m(,li, (Since such permutation may not be unique, w&tatm(M () A7) denote the

p(i,7)

smallest one under some standard encoding.)

Let A be an adversary with non-negligible advanta@gevfglj‘“m"(k) = ¢(k). It suffices to show that, ei-
ther A does not output an indistinguishable sampling pair, ortlegist an adversang™ with non-negligible
advantageAva “"0"( k) that breaks th@&-anonymity ofr. First, assume we have sughwhich outputs
a sampling palr(G ), (GM). We now show how to build a distinguishing algorithin for ensembles
Xo € {GO(k,a)}pa, and Xy € (GO (k,a)}r.q. Let D;(-) be the following algorithm parameterized
byi,j € [n].

Distinguisher D; ;(z)
Let B; ; be the following adversary:
Adversary B, ;(k)
“Run adversary4, which outputsh/ (9, A7) (GO (GM),
Then, define algorithnd?; ;(k, -) as follows.
For eachu, v € [n] defineH; ;(k,-) as
(GO (k,m{)) for(u—Dn+v—1<(i—n+j—1
(H”(k,mq(}z)» et “Output 2”7 for(u—1)n+v—-1=@G—-1)n+j—1
(GO (k,m))) otherwise
Output M@ MW (GO ([, ;).
From then on, give any input td, and output whatl outputs.”
return Exp """ (k)

We claim that there exists', j* € [n], anda*™ € V such thatD; ; distinguishes ensemble¥, and X;.
WIlog. fix the matricesM (), M () output by A, which we assume belong to relatidty, and thus per-

mutationp = Perm(M(©, () is well defined. Clearly, for alf, j, Pr [Di,j(cﬂ ) (k,m))) = 1] -

Pr | Dy (G (k,m),)) = 1] if (' — )n+4 =(i—1)n+j— L Thus,

%)

(k) = AQVENT"(k) = 2.3 (Pr | Diy(GO(kmY)) = 1| =Pr | DGOk mY)) =1])

+2- Pr[Dll(G(O)(km@l(ll)) 1} 1

< 2. Z (Pr[ D (G (k,m } [ H(GO (k,m()) :1”+Ad I-N—anon ()

7rBl1

where we used thahl(.}j) = mggj). Notice thatB, ; is the adversary that truthfully simulatels except
when A outputs a sampling paiG(?), (GM), in which caseB; ; outputs(G(?), (G(?)) instead. We claim

that for any such adversary, ; there exist an adversay* (operating in the original experiment) with the
same advantage, that i&dv’ ¢ (k) = AdvL 5 ~*"""(k). Before proving this claim, we show how to
obtain the proposition using the claim. L@t,j*) € [n]? be the indices for which the value in absolute

value inside the above sum is maximized, and:fet= mz(l)] Then,
k) < 2m?. ‘Pr [Di*,j*(G(l)(k‘,a*)) _ 1] —Pr [Di*,j*(cﬂ ) (k, a* ”+Adv§A3"f’"(k)
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Therefore, ife(k) is non-negligible, then either there exist a distinguigh@iigorithm D = D« ;- for &j
and; that succeeds with non-negligible probability on indéxor adversaryA* breaks theN-anonymity
of protocolr.

We now prove the claim that such* exists. GivenB, ;, we build adversaryl* as follows. Adversaryd*
simulatesB; ; until the latter outputd/’© MM (G") (G"(M)). Assume wlog. thads’®) | M’() belong
to Rn (otherwise abort) and thys = Perm(M"(V), M'(D) is well-defined. ThenA* computesm;(jo) &
G“”(k,m;f?)) andm:g?j) — mz(jo), foralli,j € [n], and then outputs the matricag*(®) = {m;(jo) Vi)
and M*(1) = {ngl)}i,je[n]. From then on,A* simulatesB; ; for the rest of the experiment. For the
analysis, first notice that* ouput valid matriceg/*(©, A*()) € Ry since the paif /(9 A'(M) also
belongs toRy. It remains to argue that the success probability3pf, which runs ing &< Expf;gl"f”m,

is as good as that od* in E* def EXpﬂNmem. This follows from observing thatl* perfectly simulates

By 1 for experimentE*, so adversary3; ; cannot distinguish whether is executed as part0br insideF.
In fact, since(G"(?)) = (G'(M), from the point of view ofB; ; the distribution of matrix\/(*) (for any bitb)
is identical in both experiments. Siné ;'s view depends solely o/, the success probability @ 1
and A* are thus the same. This concludes the proof of the proposktio

Given anyI-N-anonymous protocat for N € {SUL, RUL,SA, RA}, the simple transformation con-
sisting of encrypting (under a key-private encryption sabd4]) each message under the public key of the
recipient produces a protocol that can achieve a strongetyamity notion. Indeed, next proposition simply
shows that breaking the stronger notion gives raiseléga adversaryfor the weaker notiod-IN.

Proposition 4.5 Assume a semantically secure public-key encryption schexsts [30]. Then SUL —
UL, and ISA — SA*. Moreover, if the encryption scheme is key-private [4],ntHeRUL — UL, and
I-RA — RA*. 1

Proof of Proposition 4.5: We exhibit a simple black-box transformatiéfi) that, when applied to any
I-N-anonymous protocat, whereN is eitherSUL,RUL,SA, or RA, produces aN’-anonymous protocol
6™, wherelN’ is eitherUL,UL,SA*, or RA* respectively. This will prove the desired implications.eT¢on-
structiond() is simple: given an input set of messages to send, each pantypts (under the appropriate
encryption scheme) each message under the intended rdsipablic key, and use those as inputsrtto
the local output is then the decryptions of the values receftom~. To achieve security, the construction
assumes the so-called public key infrastructure (as destin Appendix A) in which parties have access
to authenticated copies of the public keys for all otheripartFormally, letA€ = (K, &, D) be a seman-
tic secure encryption scheme [30] (which in particular iepE is randomized) and IK-CPA [4], and let
(pk;, sk;) denote the public/private key pair corresponding to p&tyFor any public keyk and message
m we denote by (pk, m; r) the encryption ofn under public keyk using random string.

We now describe protocdl™ given any message-transmission protacoEach partyP; initially holds input
{mijtiem)-

1. For each message; ;, each partyP; computes the encryption; ; <~ &(pk;j,m, ;) of m; ; under
party P;’s public key.

2. Each party;, calls protocolbr on input{y; ; } jc[n- Let{ze,;}¢ be the lexicographically-sorted set that
represents the party’s local output returnedrby
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3. Each partyP; computes the decryptiom), & D(sk;, z¢,) of z;; under using its private key, for all
received messages;.

4. Each partyP; outputs{m;}, as the local output.

The implications stated in the claim are proven next. In vibldws, we denote matrices with uppercase
letters (sayX), and their(i, j)-th elements by lowercase letters (say).

I-RUL — UL: It suffices to show that given protocel o and an arbitrary adversary, attacking
the UL-anonymity ofr, there exists an adversady, attacking the IRUL-anonymity ofr. The idea is to
let A, simulate the encryption and decryption phases of protodor A, as follows. Adversar/, on

input k, it first executesA, (k). By assumptionA, (k) outputs a paif M, M) € Ry.. Adversary

A, then generates a random key p@ik, sk) <~ K(k) and, ford = 0,1, it computes(G(¥ (k, a)) ey

(E(pk,a;-)), where(E(pk, a;-)) denotes thelescriptionof the probabilistic algorithm that, when called on
input @, outputs an encryption af underpk.2 AdversaryA, then computes new “left-or-right” matrices

MO, MM as follows: first, it select a random valuec V; then A, computesmg? & 2if mg? # 0

andmg? &£ 9 otherwise, for alli,j € [n] andd = 0,1. The tuple(M @, MM (GO) (GM)) is then
output by A,.. From then on A, transparently followsA,’s instructions while attacking: it forwards all
information received from the execution ofto adversaryA, until A, outputs a bit and stops, in which

caseA, outputs the same and stobs.

We claim that, unlesgl€ is not a IND-CPA or IK-CPA secure encryption scherde, correctly simulates
the experiment ford . First, notice that the “left-or-right” matrix pai¥/(©), /(1) output by A, belongs to
RguL as long as the paird/ (9, A1) output by A, belongs toRy, . Now we show that the distribution
obtained by the sampling frot(®), G(Y) during the simulation of!, and the distribution of the inputs feed
to subprotocolr while running a real execution of are computationally close. To see this, }t= A7)

be the message matrix used as input to protedalExp’. ”"~*"*"; and letY” be the message matrix used

as input to subprotocat while executingr = 6™ in Expfi{f""”. Clearly, by definition of the experiments,

Tij = 5(pk,m§f’]?) = E(pk, 2) if mgbj is not empty ¢; ; = () otherwise) for some public keyk and value

z chosen anew by, andy; ; = 8(pk:j,m§f’]?) if mz(bj) is not empty ¢; ; = () otherwise) wherek; is the
public key for partyP;. By a standard hybrid argument, any advantg@g in distinguishing inputsY from
Y by A, can be transformed into an advantage of at le@st/(2n?) in breaking the IND-CPA security of
the encryption schemdé&, or an advantage of at leastk)/(2n?) in breaking the IK-CPA security of the
same scheme. A similar argument shows thatoutputs a legal sampling pa@#© (k,a) = GV (k,a) =

(E(pk,a;-)) if (pk,sk) & K (k). The proof for the caseRA — RA* is essentially the same.

For the cases $UL — UL and ISA — SA* the proof can be done in similar way as above. In these
cases, however, it is possible to prove the correct sinmaif A from only the IND-CPA security of the
encryption scheme (no IK-CPA security is needed). To ithtst this, we outline the proof ofJUL — UL.
(The same proof works for$A — SA*.) The simulation is analogous to the one above with theviofig
exceptions: adversant, chooses “left-or-right” matriced/(®, A/ by first selecting: <~ V, and then

computing, for alli, j € [n] andd = 0,1, mgf? — (j,2) if ml(.flj) iS non-empty andﬁg? £ ¢ otherwise.

Clearly, if (M©), M1)€ Ry, then(M©, M (D) € Rgy,. To achieve a correct simulatior,, sets the

8 In the description of the algorithi®(?), a denotes aariablewhich is instantiated when the algorithm is evaluated.
® Since we do not allowd, to corrupt receivers, there is no need to simulate the déorypf the values received by the parties
from 7. If needed, it would be straightforward though.
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sampling paifG©), (GWY) to (G (k, (t,a))) < (£(PK[t],a;-)), for d = 0,1, wherePK is a table

whose index contains the public key for part¥;. (Notice that each sampling algorithm must include the
table PK in its description). For the analysis, correct simulatidnde by A, can be easily argued from
the IND-CPA security. Indeed, for each columre [n], applying sampling algorithnt(¥ on the(i, j)-th
element ofM/(9) generate&? @ (k, (5, m§‘§?>) = &(PKJj], mg?; ) = E(pk;j, mz(-(?) which follows the same
distribution as the inputs of subprotooéin an actual execution of. Proving that the sampling pair output
by A, is legal is also simpler. Each “left-or-right” matrid (9, for d = 0, 1, contains no duplicate elements
per row, therefore each sampling algorithm is guaranteegetevaluated over different values per row.
Therefore, no indistinguishability condition for the sding algorithms is needed among those indexes —
indistinguishability must only hold when evaluated in eta1ts of the same matrix column, sgyIn that
case, however, the definition 6, for d = 0,1, guarantees that the same public key is used, and
IND-CPA security suffices to prove the algorithifs(?), G() legal. This concludes the proof of the claim.

Proof of Lemma 4.2: It follows directly from combining Proposition 4.4 and 45.

4.2 Implications that Require “Dummy Traffic”

In this section, we show that notiond_, SA*, RA*, SRA, andUO are equivalent under reductions that
involve sending dummy traffic. Notiorf8JL andSA, as well aRUL andRA are also equivalent.

Let D2Sink be the following protocol transformation. Given a messtigasmission protocat, output
another protocol that operates likébut where each sender transmits additional empty messagetxed
party (the “sink”) until the sender’s total number equals a givenstantun. The next proposition shows
D2Sink can be used to achieve stronger notions of anonymity.

Proposition 4.6 Assume the total number of messages in any protocol for ttiensbA, SA*, andUO is
upper bounded by a publicly known valpg;. Then,SUL—SA, UL—SA*, andRA*—UO. |

Proof of Proposition 4.6: The three implications are proven using the same black-amstormation
D2Sink which mapsn-party PPT protocols into other-party protocolsO If applied to anyN-anonymous
protocol, this transformation (whed¥ is eitherSUL,UL, or RA*) outputs aN’-anonymous protocol (where
N’ is eitherSA,SA*, or UO respectively). Informally speaking, the construction emging D2Sink relies

on “dummy messages”. Given as input an arbitrary messagestrission protocot, D2Sink outputs a
protocol 57,55 that essentially operates likebut inputs are “padded” with appropriately-addressed-null
valued messages. Indeed§fjs; .., €ach party’s input (which is a set of messages to send) enajgl with

a certain number afiull-valued messageshose destination is part¥,, called the “sink”, whose identity
is fixed for all parties. (AlternativelyP; can be represented by some non-existent party — the same for
all senders — whose traffic gets discarded.) Then protodslinvoked on the extended inputs which are
delivered as expected. Par} then discards all null-valued messages it receives. Wesssthat, in this
construction, how to use the “dummy messages” does not depethe protocolr input toD2Sink. The
construction does assume, however, that for each ndlien{SA, SA*, UO} there exists a quantityn that
bounds the total number of messages that can be sent by @aoggrachieving the notion. For concreteness’
sake, protocoby,g; ;. is show next. Here, each parfy initially holds input vector(m; ;) je(n)-

1. Each partyP;, computes the number of “dummy messaggés™ un — Eje[n] |m; ;| needed.

10 p2sink stands for sending “dummy messages to (single) sink”.
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2. Each partyP;, setsz; s «+— m; s W (Wi=1.. ¢, {L}), andx; j <« m, ; if j # s.

3. Each party?;, calls protocotr on input(z; ;) je(,)- Let{ze, }¢ be the lexicographically-sorted multiset
that represents local output returnedbito P;.

4. Ifi = s, party P; discard any element ; = L, and locally output the remaining elements. Otherwise,
party P; outputs{z,; }, as the local output.

We now proveSUL — SA. It suffices to show that given protocmld§f 0f.sink @Nd an arbitrary adversary
A, attacking theSA-anonymity ofv, there exists an adversady, attacking theSUL-anonymity ofr. The
idea is to letA, simulate the operation of protocolfor A, as follows. AdversanA, on inputk, it first
executesd, (k). By assumptionA, (k) outputs a paif M (), M (D) € Rsa. AdversaryA, then generates
the appropriate dummy messages for each partyy essentially emulating the operationcofNamely, for
d=0,1, A, creates vecto(rmgf?) ; from each party’;'s input (mgf?) je[n) by following stepsl-2 of protocol
v. The pair(M©), M (D) is then output byd.. From then onA,. transparently followsd,’s instructions: it
forwards all information received from the executionmao adversaryd, and viceversa, untill,, outputs a
bit b and stops, in which casé, outputs the same and stops. Correct simulation follows fsbeerving that
the total number of “dummy messages” senPtas the same no matter what biis set inExpfrfJf';;“"O". By

construction, foel = 0, 1 the number of messages sentByas instructed b/ (4 is f; = Zje[n} \mg?] =

pn; the total number of messages is themn = ;¢ fi = 22, jep) ymgflj\ + Xie] ¢, But since
> ijeln] |m§g.)| = Y ijen |m§}j)| then e, EEO) = Yic EEI). Moreover, since all dummy messages
sent toP, are equal to 1", (M, M) € Rgy,.

The proof forUL — SA* is essentially identical to the one above. The proofRér — UQO is also very
similar but slightly more general, as it holds even undersshries that output message matrices for which

> i jeln] \mg?}\ # 2 ijeln] ]mﬁ?\, as long as both quantities are upper bounded by a consgant

Similarly, letD2A11 be the transformation that instructs senders to transn@tcermmy message to
everyone else per each valid message to be peall is used to prove the following implications.

Proposition 4.7 RUL—RA, UL—RA*, andSA*—SRA. 1

Proof of Proposition 4.7: The proof follows the same structure as the one of Propos#i6. Given an
arbitrary message-transmission protogpprotocoldg,,,, works as follows: for each messagg ; in P;'s
input, P; sends a single new null-valued message to all ofigrk # j. Then protocolr is invoked on
the modified inputs. From the output receivedyeach partyP; then discards all received null-valued
messages. Lai2A11 be the transform that maps a message-transmission protdcohnother message-
transmission protocal},,,,. Protocold],,,, is described next. As opposed to transformab@fink, this
construction does not assume any bounds on the total nurhbezssages exchanged by the parties. Each
party P; initially holds input vector(m; ;) jcjn-

1. Each partyP;, computes the number of “dummy messag&s”— > ;..\ (51 Im,;| needed to send
to party P;.

2. Each party?;, setse; j «+ m; ;j & (H’Jizl___gi,j{J_}).
3. Each party?;, calls protocolr on input(z; ;) je[,- L€t{2¢,}, be the lexicographically-sorted multiset

that represents the local output returnedrip F;.
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4. Each partyp; discard any element, ; = L, and locally output the remaining elements.

We now proveRUL — RA. Letr be a message-transmission protocol, ant’ 08oa11- We show that
given an arbitrary adversary,, attacking theRA-anonymity ofx, there exists an adversary, attacking

the RUL-anonymity ofr. AdversaryA, simulates the operation of protocelfor A, as follows. First,
adversaryA,, on inputk, obtains a paif M), M (™) from running A, (k). From it, A, generates two
new matricesX (V) = (;ngg.))i,je[n] and X = (:::E?)LJ»E[H}, by adding the appropriate dummy messages for
each partyP; according to steps-2 of protocoldpzay: (as described above). Thehy outputs(X (@), x (1))

as the message matrix pair for experiméntpf s ~“"*". From then on,A, transparently followsA,’'s
instructions: it forwards all information received frometiexecution ofr to adversaryA,, and viceversa,
until A, outputs a bib and stops, in which casé, outputs the same and stops.

We argue that!, is a good adversary fdExp """ if A, is good forExpjy “"*". It suffices to show

that (X, X(M) € Rgyp if (M©, MM) € Rga. At this point, we need to define some quantities. For
d = 0,1, we denote byf(d) = de[n |mf‘?| (resp. f(d) = Zje[n |x(d.)|) the total number of messages sent
by P; as encoded by/ (4 (resp. X (@). Similarly, B( ) denotes the number of * ‘dummy messages” send by
P;to P; as encoded b;X(d andél(.d) = jeln] eg,} the total number of such messages. It is easy to see that

F9 =Y em(m@ 1+ 69) = £19 + 69, and f¥ = n- £V, S04 = (n — 1) - . Moreover, since

(MO MDY € Rga then, in particula 37, M) € Ry, which impliesf® = ), ande!” = ¢,
for all i € [n]. Combining these, the multiset of messages ser® by then

0 0 0
wje[n}xg’j) = H'Jje[n] <mz(,j) C] (&Jizl...égg.){J‘})> = &Jje[n]m;j) W (wkzl...é,go){J‘})

1 1 1
= Wiy ¥ (9, 0 {L}) = Yiep (mE,} v <L+Ji:1,,,gg;;u}>) = Wiy

and(X(©, x(M) ¢ Ry follows.
To argue that X xX(M)) ¢ RL, it suffices to see that the total number of messages (‘régatad

and “dummy” messages) to be received by any pattyaccording toX @ d=0,1,is Zle in] \xﬁ?] =
it (Imi 1+05) = X4 jejay Imi | = 1M, Butthen|21©)] = |M0)] is implied by(1(*), (1)) €
Ry, and the result follows.

The proof forUL — RA* is analogous (indeed, simpler since we need to prove théxnpair output by the
UL adversary satisfieBy; instead ofRy). A similar argument also provesA* — SRA. We notice that, in
this latter case, the proof relies on the conditiaf(®)| = | M (V| guaranteed by anyRA-adversaryl

4.3 Message Overhead and Optimality of the Transformations

The black-box transformatiorizSink of Proposition 4.6 an®2A11 of Proposition 4.7 output protocols
that use “dummy” messages (those whose valuelLiswhich are ultimately discarded). These messages
increase the communication complexity of the protocol} sointeresting to ask if there are better solutions,
possibly based on cryptographic tools. Interestingly, @asthat the single transformatioB®Si nk and
D2Al | described in previous section cannot be substantiallyorgat, even in the presence of PKI.
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Thus, we explore the question of whether manessage efficiertansformations exist, in terms of
generating protocols where fewer messages (dummy or reeant overalt! For simplicity, we consider
transformations where the input protocol is invoked via ackibox call only once; the general case is
discussed at the end of the section.

Let T be a transformation that maps a protocahto another protocody. We measure message over-

head by counting the number of extra messages that any prasqoéif T(w) adds on the underlying (black-

box) protocolr. Concretely, given two transformatiofs, T, we sayT; has less message overhead than
if protocolséf, = T1(w) andédy, = T2(w) when executed on the same input mathixrequire subprotocol
w to sendt; (resp.t2) messages when invoked as partogf (resp. d7,), wheret; < t for any protocol
w. More formally, letM = (m; ;); jen) b€ @ message matrix, and denote&l,:}l)(M) € Mpxn(P(V)) the
message matrix on which the black-box protocol (sais invoked via a black-box call during the execution

of 67 on input matrix)/. We stress that onck/ is fixed, matrixé%'] (M) is well-defined, independently of
the message-transmission protogolsw is invoked as black-box b§’ exactly once.

Definition 4.8 Let (N’,N) € {(SUL,SA), (RUL,RA), (UL,SA*), (UL,RA*), (RA*,SRA), (SA*,SRA)},
andT be any transformation underlying implicati®’ — N. The message overheadf T is ovh(T) def
max s {‘5¥}(M)‘ /|M|} where the maximum is taken over all (allowed) non-empty mgssnatrices\/

for notionIN. 1

It is easy to see that, under the assumption that the totabeumf messages sent is at most,
ovh(D2Sink) = n - un. Similarly, but under no assumptionsyh(D2A11) = n. The next two propo-
sitions show that we cannot do better. The proof is by cordtiatt which is derived from the fact that if
there are “too few” messages sent by a party, the underlyiexckdbox protocol may no longer be invoked
in a secure way. For Proposition 4.10, the construction aatyais are similar but considering the number
of messagesceivedby any party.

Proposition 4.9 D2Sink is optimal forSUL—SA, UL—SA*, andRA*—UO. 1
Proposition 4.10 D2A11 is optimal forRUL—RA, UL—RA*, andSA*—SRA. 1

We now proceed to prove the above propositions.

Proof of Proposition 4.9: By contradiction. Assume there exists a transformatidhat proves the impli-
cationSUL — SA but for whichovh(T) < nusa. Thatis, on input any arbitraryUL-anonymous protocol
7, transformatiorT outputs arSA-anonymous protocadf(7) = ¢7. Now, letw be aSUL-anonymous pro-
tocol andrn’ be identical tor with the exception that each parfy also broadcasts the message “sending
messages”, wherg is the number of messages tifathas been instructed to send, thatfis= |W;¢, ml(-?|
(where M (®) = (i ;)i jen) is the corresponding message matrix). Notice that stich SUL-anonymous.
We then consider the adversa#sy, attacking theSA-anonymity ofdX , that works as follows. On input
k € N, it outputs two matrices: (a)/(?), which is chosen at uniformly at random among all message-mat
ces with exactlyzm. |m§g.)| = usa messages to send. (b1, which contains a single randomly selected

row ¢* for which mﬁ?j = &Jze[n},jmf-g-), and for all rowsi # i*, mﬁlj = () (that is, in world1 party P;+ is the

11 Recall that we say a messageis sentby a message-transmission protoEoif m is an element of the message matrix given
to the protocolll as input. This message should not be confused witiptuietssent over the point-to-point communication
channels between the parties as the result of a particuementation ofl.

19



only sender but it sends tB; the same set of messagEswould receive if it were in world)). Then, A*
waits for the message “sendirfgnessages” fronP;-: if f < usa outputsO, otherwise outputs. ThenA*
halts.

We argue thatl* is breaks th& A-anonymity ofsZ” with non-negligible probability. Clearly/ (), /(D) e
Rsa. AdversaryA* will distinguish the execution off on input}/(%) from the one on input/ ) by ex-
amining the execution of subprotocel on those inputs. To see this, &t @ < 5”( @), ford = 0,1,
denote the input matrix for subprotoodlwhené’r runs on inputM (4. (As usual, we use( ) to denote the
(1, 7)-th element ofX (D). Assume (for now) thz#ré }(M(d))‘ is constant when seen as function]M(d .

If ovh(T) < nusa then it must be the case thigt (¥| < nusa. This, in turn, implies there must exist a
senderP; that sends |xi,j| < un messages using’. On the other hand, also by assumption, during
the execution off(7') = 5”’ all communication is done via/, ie. §; is non-interactive. In consequence,
P;’s input to subprotocot’ is computed by solely onP;+’s current |nput(mz* j)]e[n] and random coins,
and any publicly known information. It follows thdtuj/e[n] xi*’j| > | Wi jeln] mm| = usa (ie. P+ must
send at leasfisp messages via') otherwise protocob? is not a correct message-transmission protocol.
Thus, with probability at least/n (over the choice of*), i* = ', and A* successfully distinguishes the
two executions.

We conclude showing th%ﬁg (M)‘ is a constant function gf\/| if T is a transformation frorSUL to SA.
The proof is by contradiction. Assume there exists matric€sand M” such thai M’| < |M"| < pusa

but ‘5%'] (M’)‘ < ‘5%'] (M”)‘. From the definition of black-box protocol, we know that ifarcol 5%’, each
senderP; on input vectom; . = (m; ;);e|, COMputes a new vector of messages = (i ;) cpn Which

is then used asth input when calling subprotocal’. Let us denote this computation by, = d¢(m; .);.
Thus, in particularg; , = dr(m; )i, andz}, for inputm;,. Since protocok’ is only SUL-anonymous, it
must be thab ., |7 ;| = Eje[n} |7 51, for any two mputsm andm; ,, otherwise protocoﬁg’ cannot
longer be assumed secure. Moreover siiicis non- mteractlve such valuE |:13’ /| must be constant,
sayc; > 0. This implies thaqéu(M’) = Ve Ci = ‘5 (M")

such tha4 5% ‘ =c.

jE€[n]
which contradicts the hypothesis. Thus,

there exists a constant= 3, ci,

Similar arguments prove the optimality of the transformtfe implicationsUL — SA* andRA* — UO. |

Proof of Proposition 4.10: We focus on the cafeUL—RA first. The proof is by contradiction. As before,
we assume there exists a transformatffatat proves the implicatioRUL — RA for which ovh(T) < n.
That is, on input any arbitrarRUL-anonymous protocok, transformationT outputs anRA-anonymous
protocolT(m) = 7. Now, letw be aRUL-anonymous protocol and be identical tor with the exception
that each party’; also broadcasts the message “recebgetdlessages wherg is the number of messages
that P; has received after has ended, that isj; = | Wic[y m ] (where M(®) = (mij)ijem is the
corresponding message matrix). Notice that suths RUL- anonymous Now, iD2A11 is not optimal,

there exists a transformatia@nfrom RUL to RA with ovh(T) = maxy, { M)‘ /|M|} < n. Let M* the

matrix on which the maximum is reached. Th*aﬂ'] (M)

< n-|M*|. Notice this implies that there exists

a party Py that receives |ac | < |M*| messages using.
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We then consider an adversa#ly which attacks th&A-anonymity ofég'. A* works as follows. On input
k € N, it outputs (M, M) that satisfy (a)M(?) = M*, and (b)M ™) contains a single uniformly
selected at random colunjti for which m§1]> = Wjg[n],iMm EJ), and for all other columng # j*, m =0
(that is, partyP;- receives fromP; all messages sent b¥; in world 0, even those addressed to other
recipients). ThenA* waits for the message “receivegdmessages” fronP;-: if g < |M*| outputs0,

otherwise outputd. ThenA* halts.

We argue thatd* is breaks th&RA-anonymity ofég' with non-negligible probability. Clearly, by construc-
tion, (M, M1)€ Rgra. We now argue thatl* can distinguish the execution f on input/(®) from
the one on input//(") by examining the execution of subprotocd| on those inputs. Foai = 0,1, let

X (@) &f 5”( (4)) denote the input matrix for subprotocel whend?’ runs on input\ (). (As usual, we

usex( ) to denote the(i, j)-th element ofX(9). Recall that,|5; (M*)| < n - [M*|. In our attack, this

implies that, in world) there exists a party; that receives _; \xi, j\ < |M*| messages using. On the
other hand, by the non-inactivity ¢ after the call ton’, the correctness OE,, and sincer’ is called only

once, it follows that,X (1) must satisfy Wien] a:( ) i jeln] m i | = |M*|, ie. P; must receive at least
|M*| distinct messages in’. Thus, with probabrlrty at least/n (over the choice of*), j* = j/, and A*
successfully distinguishes the two executions.

Similar arguments prove the optimality of the transformtfog implicationsUL — RA* andSA* — SRA.
|

UPPER BOUND PERSENDER: A similar analysis holds if a boungy on the number of messaggsr sender
is assumed instead, f6A andSA*-anonymity. (We stress that the implicati6A — SA* of Lemma 4.2 is
preserved under this restriction). In this case the overisea: (i, which is also optimal. This formulation,
although more restrictive, can be more suitable for cedgiplicationst> From a theoretical point, however,
it is not clear if there is any advantage to this formulatieeradhe one presented above.

SINGLE VS. MULTIPLE BLACK-BOX CALLS: If we consider transformations that output protocols that
invoke the input (black-box) protocol more than once, thei possible to prove that the optimal overhead
isn. A protocold™ that achieves this is the one that usesaure multiparty computation protocg@g. [6])

to computeg M| usingm as communication channel; then, each party calls enswsesds M | messages via

7 by adding sufficient dummy messages. Even though such aeseuultiparty protocol can be computed
with constant number of invocations t0[2] (and thus,0(n?) messages), it is likely that invoking more
than once will render the resulting protocol impractical.

5 On the Anonymity of Previous Protocols

The ultimate purpose of a definition is to be used to propdrgracterize the security of concrete protocols.
Accordingly, we revisit the security of known construcobased on broadcast channels [8], DC-nets or
anonymous networks [15, 32, 54], and mix-nets [33, 44, 24¥dction 5, we examine the basic construction
of Blaze et al. [8], which is based on broadcast channels,vandrgue it can be showstrong receiver
anonymousWe also discuss the DC-nets of [32] and sketch how the aarisin there can be provesender
anonymous Finally, we highlight sufficient conditions to prove te&ong receiver anonymitgf mix-net
constructions based on shuffles [33, 44]. By combining thesttactions that underlie the implications

12 Upper bounds on the number of messagespenpartymay help to prevent certaftoodingattacks against mix nets [34, 52].

21



of previous sections, we obtain anonymous protocols pitgwedrure under the strongest notiossnder-
receiver anonymitandunobservability

5.1 Broadcast Networks

Broadcast channels can be used as a straightforward apgmalstain some form of receiver anonymity [48].
In general, the most obvious protocol of transmitting a ragesover the broadcast channel is triviahi-
anonymous. Blaze et al. [8] recently suggested a protoec@rfonymous routing in the context of wireless
networks. Very roughly, their basic protocol is an adaptatf onion routing [29] to broadcast networks.
The operation of sending a message is then analogous, aslesvwcomputing a path of routers, and a
correspondingonion (a nested encryption) of the message (see [8] for detailsg. difference is that each
transmission of the “onion” between routers is done via tlwaticast channel, so all receivers attempt to
decrypt the onion but only the intended recipient succealisough not mentioned, some integrity mech-
anism must be used in the onion). Under passive global aahiess if the encryption used provides key-
privacy [4]12 the protocol can easily be shoRA*-anonymous. However, due to the shared nature of
the wireless medium, transforming it intolBD-secure protocol may not be practical given the message
overhead (unavoidable by Proposition 4.9).

5.2 DC-nets or Anonymous Broadcast

DC-nets [15, 32] can be seen as particular instances of ammuny broadcast protocols [54]. In these pro-
tocols, there is a single message sent which is public. Ij [32lle and Juels proposed very efficient
anonymous broadcast protocol based on pairings. Whendxamsanission is to take place, all parties par-
ticipate in the protocol by transmitting “pads”. Each padtains the (potentially empty) message the party
intends to transmit. Golle and Juels show how to combine #us go the transmitted messages are recov-
ered with high probability (and therefore theirs is a meegagnsmission protocol with high probability).
They also show how each party can provide a non-interactve-knowledge (NIZK) proof [21] for the
correctness of her pad without revealing the underlyingsags. By the simulatability of the NIZK proof,

it then follows that their protocol can be proveA-anonymous under global passive adversaries as long
as theBilinear Diffie-Hellman assumptiof®] holds. Notice that this result is not implied by their aaty
proof as the anonymity notion used in [32] is arguably défer(see Section 1.4).

5.3 MiIX networks:

Robust and efficient MIX-net constructions can be built frefficient schemes tprove a shuffld25, 33,
44]. In these constructions, each mixer proves the comsstiof the shuffle operation (usually a random
permutation and sometimes partial decryption) was donectly. The resulting mix-net protocol may work
as follows: first, all senders send encryptions of their mgss to the first mixer (the encryptions are made
under a threshold key shared by the mixers). Then, the mpiogess starts where each mixer performs
(and proves) her shuffle passing the resulting vector toélemixer. The last mixer broadcast the resulting
vector. The shuffles in [33] and [24, Appendix A] can be probhemest verifier zero-knowleddelVZK)
arguments. The shuffles in [25, 44] can be shown to satisfgtitomger property IND-CPA[44]. Under
passive adversaries, both properties suffice to prove tersaly cannot distinguish two executions of the
associated mix-nets even under adversarial inputs. Asguthe last mixer broadcasts the output, these
constructions can then be proveA*-secure.

13 This requirement apparently was overlooked in [8].
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6 Variants and Extensions

k-ANONYMITY : Intuitively, a protocol achievek-anonymity if any adversary trying to determine the sender
(resp. receiver) of a message can only narrow the senderiitigddown to no less thakh possible senders
(resp. receivers). The concept was proposed by Pfitzmanmfgbfurther developped (along with efficient
constructions) by von Ahn et al. [56] as a way to improve tHieiehcy of DC-nets. We can accommodate
the notion ofk-anonymity in our framework by further restricting the téda Rn. For each of the message
matrices output by the adversary we require at lédasbn-empty rows (resp. columns) to capture the
restriction tok senders (resp. receivers).

PAssSIVE ADVERSARIES WITH CORRUPTIONS As mentioned before, it is possible to extend our framework
to consider party corruptions. The adversary would be @&tbto passively (either statically or dynamically)
corrupt senders and receivers, with the obvious restristtbat the local inputs and outputs corresponding
to the corrupted parties must be the same in the two messageesautput by the adversary. Note that this
conditions immediately hold if the corrupted party that sloet send or receive messages and only acts as
forwarder (router). The security proofs for the protocoblntioned in previous section carry to this stronger
model. Extending our framework beyond passive attack$véaetiversaries) is currently part of ongoing
research.
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A Public Key Infrastructure and Key-Private Encryption

PuBLIC-KEY INFRASTRUCTURE(PKI): In the PKI model, we assume all parti®s, . . . , P,, hold the same
vectorpky, . .., pky, of public keys for a certain encryption scheme, and eacly gamolds a secret keyk;
corresponding tek;. We assume that the pdisk;, sk;) was correctly generated for each (honest) paty

KEY-PRIVATE ASYMMETRIC ENCRYPTION [4]: Let AS = (K, &,D) be an encryption schenté. Let
b € {0, 1}, k € N be the security parameter. Consider the following expertme

Experiment Exp'ys 7~ (k)
(pko, sko) <= KC(1%), (pky, sky) < K(1F)
(x,s) — A(*find”, pko, pk1)

Y — gpkb (:L')
g +— A("guess’ y, s)
return g

An encryption schemglS achieves key privacy against chosen plaintext attack (R&)df the quantity
ik—cpa def ik—cpa— ik—cpa—
Advjs’lf (k) = Pr Expjs’lf Y(k) = 1] —Pr [Expj&f Ok) =1

is negligible ink for any feasible (PPT ik) adversaryA.

1 For simplicity, we assume any common parameters for theyption scheme are generated initially once and for all.
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B Examples of Hidden Communication Patterns
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Figure 3:A pictorial representation of toy examples of communigapatterns hidden by each anonymity notion. For
each notion, there are two communication patterns illtestiray graphs of four nodes: the leftmost graph represents
the communication pattern for the combination of sendeessages, and receivers corresponding to mati¥),

while the rightmost graph the pattern specifieddy"). For each graph the nodes which represent parties, arrows
represent messages, and the label is the message valuedi®ewhere arrows depart represent senders, and those
where arrows arrive represent receivers.
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