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Abstract. The Semantic Web is about to grow up. By efforts such as the Linking Open Data initiative, we finally find ourselves at
the edge of a Web of Data becoming reality. Standards such as OWL 2, RIF and SPARQL 1.1 shall allow us to reason with and
ask complex structured queries on this data, but still they do not play together smoothly and robustly enough to cope with huge
amounts of noisy Web data. In this paper, we discuss open challenges relating to querying and reasoning with Web data and raise
the question: can the burgeoning Web of Data ever catch up with the now ubiquitous HTML Web?
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Introduction

We finally find ourselves at the tipping point for a
Web of Data [45]: through efforts such as the Link-
ing Open Data initiative [8,6], resources like Wikipedia,
movie and music databases, news archives, online ci-
tation indexes, social networks, product catalogues and
reviews, etc., are becoming available in structured form
as RDF, using common ontologies mostly in the form
of lightweight vocabularies like FOAF [11], SIOC [9],
YAGO [52], etc.

In an idealised world, Linked Data promises to ex-
pose the knowledge items published on the Web as one
big graph of networked knowledge. Leaving all implied
problems aside, such an idealised view means:

– Besides publishing or dynamically generating
HTML, everybody exposes their knowledge di-
rectly as RDF/XML [5], embedded in HTML as
RDFa [1], or even makes their database accessible
behind SPARQL endpoints.

– HTTP URIs are used as names and are derefer-
enceable. Data publishers use the same distinct
URIs to reference the entities they talk about, be it

individual instances, or classes and properties: that
is, data is linked.

– Where different properties and classes are used,
relations between those are declared in some on-
tology: that is, also ontologies are linked.

Emerging standards such as OWL 2 [29], RIF [10] and
SPARQL 1.1 [21] subsequently allow for reasoning and
elaborate queries on the resulting huge RDF graph, but
still this novel Web of Data is brittle.

The alert reader will recognise that particularly the
first two items in the above list just paraphrase the orig-
inal Linked Data principles [6], but we call these “ide-
alised” since in fact the current status of the vast ma-
jority of datasets in the Linking Open Data “cloud”1

is still far from this ideal. For instance, reuse of iden-
tifiers across datasets is still sparse in Linked Data; in
the absence of a centralised “URI mint” – which in any
case would be against the ad-hoc nature of the Web –
publishers continue to use locally defined URIs: in fact,
Linked Data principles could be seen as encouraging

1cf. http://richard.cyganiak.de/2007/10/lod/
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such practice where publishers mint URIs which deref-
erence to their local description of the referent resource.
Services like Sig.ma [53] provide initial entity-search
facilities to help here, but still the usage of such services
can’t be enforced in an open structure such as the Web;
although co-referent identifiers are sometimes subse-
quently identified across sources using owl:sameAs,
this is not sufficient and more fine-grained notions of
similarity or contextualised equality may be necessary
(as argued in [19]).

Additionally, the chaotic Web will not provide one
clean graph, but noisy and conflicting information will
be published, meaning that the formal semantics of
OWL or RIF have to be applied with care to make
sense out of this data – in fact, it may be more accu-
rate to think of Linked Data as a collection of inter-
linked graphs, each with it’s own contextual (and pos-
sibly fuzzy) interpretation of truth than the simplified
view of one global, homogeneous knowledge base: see
also [28] in this issue for more discussion.

Thus, rather than operating on an ideally structured,
global knowlege base, we have to deal with Linked Data
as it is currently published, where we face the follow-
ing three main challenges. On the one hand, (i) we still
have too little Linked Data out there to answer com-
plex queries that extend beyond the coverage of single
datasets (Section 1). Also, (ii) Linked Data is of largely
varying quality: publishing errors and (deliberate or ac-
cidental) inconsistencies arise naturally in an open envi-
ronment such as the Web (Section 2). On the other hand,
(iii) we may have too much data to deal with efficiently
given current technologies and standards (Section 3).
In this paper, we will discuss these three challenges,
along with current approaches and possible solutions.
We conclude with a deliberately speculative outlook on
what might be next – i.e., challenges on the horizon –
charting possible evolutions on the Web of Data.

1. Too Little Linked Data

Common Semantic Web enthusiasts are quickly
humbled when they try to answer basic queries over the
Web of Data. A lack of both data and links becomes
especially evident when one wants to pose queries that
combine information from several sources. Imagine a
query such as “give me information about bands my
friends recently listened to or blogged/twittered about”:
it is likely that the information you need to answer that
query is on the Web, but is (i) not available as RDF; (ii)

only partially available as RDF; (iii) in RDF, but not
sufficiently linked.2

Although the Web of Data is growing and covering a
broader range of topics, it is unclear whether data pub-
lished in structured formats such as RDF will ever be
able to compete with prose documents in that regard.
Clearly, expressing information in prose is highly flex-
ible and allows publishers to easily specify ‘niche’ or
‘nuanced’ claims about the world such that is easily un-
derstandable by a speaker of the language. However –
and not denying the inherent flexibility of RDF – it is
certainly more difficult to express such claims in RDF
and in a manner such that machines can appropriately
exploit the resulting data.

For example – and again although the coverage of
vocabularies is growing – the necessary terms may not
yet exist, may not perfectly fit the meaning intended by
a given publisher, or may not be easy to find.3 Thus, a
simple prose claim such as “Andreas was disappointed
by the ‘James Blunt’ gig he recently attended” may not
be possible with the available vocabulary terms, and
modelling such a claim using RDF(s)/OWL may re-
quire complex modeling, and thus experience (see [28]
for a more detailed example of “awkward triplifica-
tion”). If one invents a novel vocabulary for such a
claim, then ideally other publishers with similar claims
could re-use the terms and follow precedent: however,
encouraging broad re-use of vocabulary terms currently
requires a large community-driven effort, as has been
demonstrated by the Herculean efforts in and around
SIOC [9] and FOAF [11]. Both of these examples have
shown that enabling adoption of an ontology requires
more in terms of community effort (incorporating feed-
back from users, building tools and exporters, spread-
ing the word) than in terms of technical design: both on-
tologies consist of only a minimalistic bunch of classes,
properties and axioms.

Despite the Linked Data community’s enthusiasm,
the vast majority of day-to-day Web developers still ig-
nores semantic technologies. Thus, we will have to pick
developers up where they are, incorporating RDF in
widely used tools in an unobtrusive, easy to learn man-
ner. Starting points in this direction exist: Triplify [3],

2Inadvertently, we also raise privacy issues which Semantic Web
technologies are not well poised to address; if we continue to shirk
privacy issues, we may risk losing potential early adopters and appli-
cations involving personal or sensitive data.

3For discussion of an approach to better structure the development
and re-use of vocabularies, see also [37] in this issue. Whether “Co-
ordinated Collaboration for Vocabulary Creation” as promoted in this
approach is feasible at Web scale has yet to be proven.
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or RDF in Drupal [12]. Yet, more are needed to “catch
up” with the speed of growth and diversity of the
HTML Web.

Again, more vocabularies and terms are needed – re-
ciprocally, more infrastructure and support is required
to lower the barriers-to-entry for creating agreed-upon
vocabularies. Efforts such as the Neologism tools [4]
for vocabulary creation and maintenance, VoCamp
meetings4 to create ad-hoc vocabularies, or ontology
term search services such as the one sketched in [12],
are trying to address this need.

Finally, on the Web of Data, there is too little
inter-dataset linkage on the instance level to allow
for elaborate queries or machine-learning applica-
tions [7]. Most current exporters use disparate identi-
fiers (usually for reasons of dereferenceability) for the
same entities, say DBPedia (e.g. http://dblp.l3s.de/

d2r/page/authors/Tim_Berners-Lee) vs. DBLP (http://
www4.wiwiss.fu-berlin.de/dblp/page/person/100007) vs.
FOAF profiles (http://www.w3.org/People/Berners-Lee/
card#i); even though explicit owl:sameAs links are
appearing in more and more abundance – and even
leaving aside the problems with respect to how they
are currently used – they alone are still not enough.
Tackling the lack of such links, Silk [56] offers a
publishing-centric means of creating links – possibly
owl:sameAs – between related datasets.

From a data-consumer perspective, OWL reasoning
can provide a richer set of owl:sameAs relations –
e.g., by exploiting (inverse) functional properties such
as foaf:homepage – to align identifiers [31]. How-
ever, such approaches still run into problems when fired
on real Web data because (i) suitable information on
which to align may not exist, and (ii) erroneous infor-
mation leads to aligning too much [31,33,32]. Thus,
probabilistic, fuzzy, or statistical approaches – cf. the
preliminary results of [35] – may prove more promising
(or complementary) for deriving same-as links between
datasets.

But linkage does not end at the instance level; as
certain vocabularies become established, links between
vocabularies by “bridging ontologies” or mappings
may become necessary to link ontologies. As dis-
cussed in [39], users may wish to query over informa-
tion aggregated from multiple sources using disparate
schemata – they propose an upper-level ontology as a
possible solution, though this in our opinion would be
in direct conflict with the ad-hoc bottom-up approach
at the very heart of Linked Data’s success. As OWL

4http://vocamp.org/

and RDFS alone do not provide the means to describe
complex mappings, one may envision using SPARQL
as a mapping language [47] or W3C’s new Rule Inter-
change Format (RIF) [10], yet no best practice is agreed
as of yet to publish and share mappings on the Web, nor
how to process them at Web scale. Efforts such as the
Ontology Alignment Evaluation Initiative5 – and more
generally, the well-established Ontology Matching re-
search community behind it [18] – are just starting to
discover Linked Data as a field of application, and have
yet to prove that their methods apply over the loose
conglomerate of lightweight ontologies found online.

Certainly more plumbing is needed, but a much
wider range of data would open up if additional means
of “mappings” to/from non-RDF data – such as rela-
tional or XML sources which serve as the backbone
of the vast majority of Web-based information systems
– became available. Efforts, such as D2RQ – linking
to relational Databases and forming one of the start-
ing points of W3C’s recently started RDB2RDF work-
ing group – or XSPARQL [46] – a combined query
language which we proposed to ease transformations
from and to XML by merging XQuery and SPARQL –
and similar efforts should allow the Semantic Web to
interact with existing sources of structured and semi-
structured data.

2. Linked Data Quality

With respect to the RDF currently published on the
Web – mostly exports of legacy structured or semi-
structured data – there are still many issues which in-
hibit consumer applications from fully exploiting that
data. Firstly, although RDF theoretically offers excel-
lent prospects for automatic data integration assuming
re-use of identifiers and strong inter-dataset linkage,
such an assumption currently only weakly holds (as al-
ready outlined in the previous Section). Secondly, pub-
lishers are prone to making errors which impinge on the
quality of the resulting data.

In [32], we provided discussion and illustrative statis-
tics relating to the current quality of Linked Data pub-
lishing: besides HTTP-level issues relating to content-
type reporting and dereferenceability of URIs, we re-
ported that applying reasoning over the Web of Data
can be problematic. For instance, undefined classes and
properties – those without a formal RDFS or OWL
description – are commonly instantiated in Web data.
Similarly, for example, datatype clashes – e.g., lexi-

5http://oaei.ontologymatching.org/
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cally invalid datatype literals – are common under D-
entailment [26]. Finally, we discovered various exam-
ples of inconsistencies relating to instance membership
of disjoint classes.

Note that in the future, as more data gets published,
we will probably have to expect a lot more inconsis-
tencies, be they accidental or deliberate in nature. Acci-
dental inconsistencies often arise when data publishers
are ignorant of or mis-interpret certain ontology terms.
For example, data publishers may use the foaf:img
property to relate an arbitrary resource with an im-
age, missing the fact that the domain of foaf:img is
foaf:Person; performing inference over such data,
a reasoner infers that the resource is of type foaf:
Person, which could cause an inconsistency if the re-
source’s explicit class and foaf:Person are defined
as disjoint. Inconsistencies can also occur due to incom-
patible naming across sources: for example, we found
two Linked Data exporters which used LastFM profile
page URIs to identify users and documents respectively,
taken together resulting in inconsistencies [32]. Delib-
erate inconsistencies may also occur, expressing gen-
uine disagreement amongst data publishers: for exam-
ple, imagine ontologies by different providers that de-
fine vegetables disjoint from fruit, tomatoes are fruits
and tomatoes are vegetables, which, when taken in
combination, result in an inconsistent knowledge base.

We can broadly distinguish four strategies reported
in the literature for dealing with inconsistencies. First,
inconsistencies can be simply ignored: RDFS/OWL (2
RL) rule-based reasoning approaches can detect some
inconsistencies, but will not suffer the explosive conse-
quences of ex contradictione quodlibet.

Second, the Web community at large takes care of
resolving the inconsistencies in a social discourse: for
example by working with data publishers to resolve in-
consistencies that arise by accident. An example for
such an initiative is the Pedantic Web group6, which
comprises of loosely organised volunteers that are con-
cerned with erroneous data on the Web – the group
points out mistakes to data publishers and actively sup-
ports them to fix the issues.

Third, algorithms can be used to resolve inconsis-
tencies. For example, model-based revision operators
can be used to resolve inconsistencies by removing
axioms that cause the inconsistency [48]. Approaches
advocating para-consistent reasoning on the Web (cf.
for instance [36,42]) could also help to draw valid in-
ferences even in the face of inconsistencies. Although

6http://pedantic-web.org/

such methods work on small ontologies, adapting these
methods to scale to the Web is an open area for re-
search. These methods attempt to choose a consistent
model from inconsistent data, e.g., based on distance
metrics or probability functions. Alternatively, rank-
ing [30,23,16] of statements and inferences may be
used to weigh contradicting inferences against each
other.

Fourth, in the case of deliberate inconsistencies,
users might need to decide which point of view to take
for contentious topics – deliberate disagreements are
not so much an issue so far, but this may become a big-
ger issue as soon as data publishers use their logical
understanding of OWL & Co to express different opin-
ions. Such different points of view, as found over and
over in current Web content, and although expressible
formally in OWL, still miss an agreed way of being
handled in terms of standards. How to distinguish de-
liberate from accidental inconsistencies is also an open
question.

Returning more generally to data quality – and no
matter what solutions are proposed – the Web of Data
will always contain noise and inconsistencies; thus,
tracking the provenance of data is hugely important. For
example, SPARQL includes the notion of named graphs
(butt we are still missing a formal framework for rea-
soning over those named graphs). Recent research has
looked at including consideration of the source of data
in algorithms for ranking (cf. [30,23,16]) and reasoning
(cf. [33,14]) over Linked Data. A generic framework
for querying and reasoning over annotations (including,
e.g., provenance or trust values) of RDF [50,41] may
also serve as a useful starting point.

Data quality could also be improved through usage:
i.e., leveraging explicit or implicit feedback loops in
systems (search engines, browsers, etc.) operating over
Linked Data to determine data quality or rely on end
users to fix issues.

Again, we refer the interested reader to [32] for a
more detailed discussion of noise and inconsistency in
current Linked Data, including proposals of solutions.

3. Too Much Data

In contrast to Section 1, many challenges relating to
scalability arise from the increasing volume of RDF
data being published on the Web. First of all, consumers
of RDF need to be able to locate and interact with struc-
tured data of interest. Linked Data principles encourage
the use of dereferenceable URIs – URIs which, upon
lookup, return some interesting data about the referent.
However, relying solely on simple dereferencing to lo-
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cate data requires that publishers use dereferenceable
URIs and that consumers know the URI(s) of the entity
of interest. Also, such an approach mitigates the data-
integration potential of RDF, ignoring the related and
relevant contribution of remote publishers.

Thus, data warehouse approaches (take for exam-
ple SWSE [34] or Sindice [43]) which provide mech-
anisms for locating and interacting with structured in-
formation are necessary for many applications. Data
warehouses can offer lookups for relevant sources of
structured information – somewhat emulating current
HTML-centric Web search engines – or can also al-
low users to pose queries and tasks over a locally in-
dexed version of the Web of Data. Perhaps the most
obvious challenge for such systems is scalable storage
of data and query-processing: for example, supporting
arbitrary SPARQL queries at scale quickly becomes
both computationally [44] and economically cost pro-
hibitive. Scalable triple/quad stores are now appearing
in the literature, some of which are based on native or
IR-based RDF storage solutions (cf. [24,15]) and some
which use underlying databases (cf. [17,20]); impor-
tantly, each system can only demonstrate scalability and
efficiency for a subset of SPARQL.

Besides storage and query-processing, such systems
often incorporate data curation and analysis compo-
nents to improve precision, recall and/or usability of
the systems. Such curation often involves scalable tech-
niques inspired by the Semantic Web standards, as well
as more traditional Information Retrieval techniques in-
cluding: (i) data integration: e.g., applying entity con-
solidation to canonicalise co-referent identifiers and
thus merge the contribution of independent publishers
for a given entity (cf. [31,35]); (ii) reasoning: inferring
new knowledge given the semantics of terms described
in OWL/RDFS (cf. [33,14]); (iii) ranking: scoring the
importance and relevance of given data artefacts for
prioritisation of results (cf. [30,23,16]). Although such
data-warehouses can borrow from existing information
retrieval techniques known to scale – such as crawl-
ing, ranking and indexing techniques – the unique na-
ture of the Web of Data mandates deviation from well-
understood approaches, and also the additional chal-
lenges relating to entity consolidation, reasoning and
querying.

The current RDF publishing standards do not lend
themselves naturally to scalable processing. For exam-
ple, OWL (2) Full reasoning is well-known to be un-
decidable, and OWL (2) DL is not naturally suited to
reasoning over the inconsistent, noisy and potentially
massive Web of Data; a starting point in this direction

is to cautiously narrow down inferences to “safe ter-
rains” by deliberately incomplete approaches that avoid
non-authoritative statements during inference [14,33] –
again in [28], Hitzler et al. argue that soundness and
completeness wrt. the formal semantics are often in-
feasible goals for practical reasoning systems, and that
precision-/recall-type measures should be adopted as
more realistic evaluation metrics.

For all such scalability challenges, distribution plays
an important role. Although distribution is not, per-se,
a ‘magic bullet’ – a task that is not scalable on one ma-
chine will likely not scale either over multiple – ap-
propriate parallel execution of data processing, index-
ing, and query processing allows for faster indexing
of source data and faster responses from the system.
Distributed indexing [24,20,17], querying [34,51] and
reasoning [14,57,54,55,34] is currently being investi-
gated in various incomplete/approximative approaches,
but still not in a manner that can handle dynamic
data, or live queries that retrieve data directly from
the sources [25]. When going as far as combining dy-
namic data with dynamic inferences, that is, querying
the data under dynamically changing inference regimes
and with different (versions of) ontologies, even rule-
based approaches can so far only be handled at rela-
tively small scale [38]; distribution of such fully dy-
namic reasoning and querying has, to our knowledge,
not yet been investigated.

Closely related to distribution is query federation:
that is, distributed querying over closed endpoints, each
of which provides a query interface and potentially a
self-description of its capabilities/dataset; due to the
schema-less nature of the Semantic Web, the task of
query federation – which is highly intractable with-
out restrictions for the traditional relational setting al-
ready (cf. for instance [27,40]) – becomes even harder.
We currently see only few works going in this direc-
tion [49], none of which yet demonstrate scale suitable
for the Web.

Indeed, predominant data warehousing techniques
have two inherent and significant disadvantages: (i)
some segment of the data indexed must necessarily be-
come stale; and (ii) privacy becomes an issue as such
warehouses take control of data – and how it is used,
offered, and presented to the public – away from pub-
lishers. A sweet spot between (distributed) data ware-
house approaches, fully fledged query federation and
live lookups has yet to be determined. As a first step in
the direction of tackling (i), we are currently exploring
data-summaries such as QTrees for on-demand queries
over Linked Data [22].
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Conclusions and Speculative Outlook

The Semantic Web is rapidly approaching its teens.
The expectations for the Semantic Web are constantly
in flux. Here we have aimed to discuss what we believe
to be the most pending challenges relating to the RDF
Web data that is out there now – the so called Web of
Data – relating to how it can be extended, improved,
interpreted and exploited. Still, one could argue that in
doing so, we have been myopic by focusing on obvious
challenges and directions for the Semantic Web only.

There are, of course, other streams of research within
the auspices of Semantic Web research which have
promising futures. Methods from Semantic Web Ser-
vices – which have suffered in the past from being tack-
led at a conceptual level only with in fact no real ser-
vices on the Web to integrate – might regain attention
in another disguise as a next evolution step away from
the current mostly static data sources. Newer fields,
such as the emergence of sensor data in an Internet of
Things, the Mobile Web, or the Smart Energy Grid, may
lead to new applications and dramatic shifts in require-
ments for the Semantic Web – for example, the need
for temporal and spatial annotations and support for
highly dynamic data streams [13]. New perspectives,
such as from the young Web Science discipline, may be
poised to exploit RDF Web data in novel and interesting
ways. A tremendous amount of data readily available to
data management, machine learning and visual analyt-
ics communities might enable new insights into humans
behaviour, help to meet ambitious targets for making
power generation and traffic flows more efficient, lead
to more transparent governments, and in general may
have a similarly profound impact on our lives as the
Web had. In order to get there, Linked Data and the re-
lated Semantic Web technologies seem to be the right
ingredients.

However, many promises of the Semantic Web are
not only alluring, but at the moment also entirely ethe-
real; many challenges – some of which we have dis-
cussed and sketched possible solution paths for in this
paper – have yet to be overcome. Given the recent (and
very non-ethereal) growth of RDF data published on
the Web as Linked Data, the Semantic Web community
should be fostering significantly more applied research
to demonstrate what’s possible on the data that’s out
there now.7 We should be a little more hesitant to com-
plain that there is “too little data” or “too much useless

7The interested reader may also want to have a look at a related
article [2] in this issue, which poses similar challenges on dealing
with Linked Data from a slightly different perspective.

data” or “the data is too noisy” or “not well linked” or
“too simplistic”, and should be a little more resolute to
get our hands dirty and demonstrate applications over
this data – only by eagerly researching and demonstrat-
ing and understanding what’s possible or not possible
on the Web of Data that’s out there now can we credibly
hold an opinion on what direction the Semantic Web (in
the original sense of the term) should take in the future.
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